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Abstract

Microwave atomic clocks are based on the intrinsic hyperfine energy interval in the

ground state of an atom. In the presence of an oscillating electric field, the atomic

system—namely, the hyperfine interval—becomes perturbed (the ac Stark effect).

For the atomic sample in a clock, such a perturbation leads to an undesired shift in

the clock frequency and, ultimately, to an inaccuracy in the measurement of time.

Here a consistent perturbation formalism is presented for the theory of the ac Stark

effect on the atomic hyperfine structure. By further implementing relativistic atomic

many-body theory, this formalism is then utilized for two specific microwave atomic

clock applications: a high-accuracy calculation of the blackbody radiation shift in

the 133Cs primary frequency standard and a proposal for microwave clocks based on

atoms in an engineered optical lattice.
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Chapter 1

Introduction

1.1 Applications of Atomic Clocks

Atomic clocks provide the most precise measurements of time. The most accurate

atomic clocks are capable of realizing the International System (SI) base unit for time,

the second, to a fractional uncertainty on the order of 10−16, making time the most

accurately measured physical quantity [44]. For this reason, the definitions of three

other SI base units—the meter, candela, and ampere—also depend on the second

[81]. As an example, the meter is defined in terms of the length traveled by light in

a vacuum during a given fraction of a second.

Along with their key role in precision metrology, atomic clocks also provide physi-

cists with several opportunities to study the basic laws of the universe. These include,

for example, tests of Einstein’s theory of general relativity [47, 26], studies of fun-

damental symmetries between matter and anti-matter [13], and searches for possible

variations in the fundamental constants of nature [26, 24]. As a specific illustration,

atomic clocks have been used to set a constraint on the variation of the fine struc-

ture constant of α̇/α < 1.3 × 10−16 yr−1 [26]. Future generations of atomic clocks
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will undoubtedly open new avenues of scientific exploration and place more stringent

bounds on existing results.

Aside from their applications in the sciences, atomic clocks have had a profound

effect on society as well. Atomic clocks operating onboard satellites and in ground

stations constitute an integral part of the U.S. Global Positioning System (GPS),

providing accurate positioning, navigating, and timing services for various military

and civilian needs. GPS is routinely used to synchronize financial and communication

(cellular telephone, internet, etc.) networks, monitor and diagnose irregularities in

electrical power grids, and enhance emergency services [52]. Several atomic clocks

operating around the world also contribute to the realization of Universal Coordinated

Time (UTC) [4].

1.2 A Brief Review of Atomic Timekeeping

The 20th Century saw the resonators used for primary frequency standards progress

from pendulums to quartz crystals to atoms [44]. Predating the first standards based

on atoms, a working clock based on the 23.8 GHz inversion transition in ammonia

molecules was developed in 1948 at the U.S. National Bureau of Standards (NBS)

(NBS changed its name to the National Institute of Standards and Technology (NIST)

in 1988). The ammonia clock reached an estimated fractional uncertainty of 2× 10−8

[7]. Despite not surpassing the accuracy of the best quartz frequency standards of that

time (∼ 10−9) [73], the ammonia clock marked an important advancement in precision

metrology and paved the way for further advancements using atoms. Shortly after the

development of the ammonia clock, it became evident that atomic beam techniques

provided more promise as the next generation of primary frequency standards. This

ushered in the era of cesium atomic clocks, which have served as the U.S. national
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primary frequency standard from 1959 to present day [44].

Prior to the 13th General Conference on Weights and Measures (CGPM) in 1967,

the SI second was defined in terms of ephemeris time, specifically the fraction

1/31,556,925.9747 of the tropical year 1900. Though this definition was closely con-

nected to the historical meaning of the second, it was an impractical definition for

precision metrology (the tropical year is an inconvenient quantity to measure accu-

rately; furthermore, the explicit reference to the tropical year 1900 is necessary as the

Earth’s orbital motion about the Sun is not precisely that of a stable resonator) [4].

By the end of the 1950’s, the hyperfine transition of cesium had been measured to

high precision by atomic beam techniques, the accuracy being limited by the difficulty

in measuring ephemeris time itself [50]. Motivated by this advancement in atomic

beam measurements, along with the inherent stability of atoms as resonators, the

13th CGPM redefined the SI second with the statement [81]

The second is the duration of 9,192,631,770 periods of the radiation cor-

responding to the transition between the two hyperfine levels of the ground

state of the cesium 133 atom.

With this new definition for the SI second, the cesium clocks were no longer subject

to inaccuracy in determining ephemeris time, effectively making the realization of

the second (that is, the “new second”) more accurate. In 1997, this definition was

amended to include the clarifying sentence

This definition refers to a cesium atom at rest at a temperature of 0 K.

It is worth noting that the frequency corresponding to the hyperfine transition of ce-

sium (9,192,631,770 Hz) lies in the microwave region of the electromagnetic spectrum.

From 1959 through 1998, seven cesium beam clocks had served as the U.S. national

primary frequency standard at NBS/NIST; the last of these these beam clocks, NIST-
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7, reached a fractional uncertainty of 5 × 10−15 before being retired. From 1998 to

present day, NIST-F1, a cesium atomic fountain clock, has served as the U.S. national

primary frequency standard. A general description of cesium atomic fountain clocks

is presented in Section 1.3. Presently, NIST-F1 is estimated to have a fractional

uncertainty of 4 × 10−16, with other cesium fountain clocks operating throughout

the world having similar or slightly worse uncertainties. NIST-F2, a cesium fountain

clock currently being developed to succeed NIST-F1, employs a number of design

improvements and is expected to reach an accuracy below the 10−16 level [44].

The advent of the femtosecond laser frequency comb as well as several advances

in cooling and trapping of neutral atoms and ions in recent years has opened up

the possibility to use optical (∼ 1015 Hz) transitions rather than microwave tran-

sitions for frequency standards. Optical frequencies are ∼ 5 orders of magnitude

larger than microwave frequencies; this, in principle, indicates a potential for im-

provement in clock precision and stability of roughly the same order [19]. Theo-

retical and experimental efforts for next-generation optical frequency standards are

primarily focused on two general set-ups: single ions in radio frequency (RF) Paul

traps [20, 49, 70, 21, 57, 66, 65, 17] and neutral atoms confined in optical lattices

[37, 79, 77, 6, 15, 45, 78, 80].

Single trapped ions can be laser-cooled to their lowest vibrational state, highly

suppressing undesired Doppler effects. Furthermore, there is essentially a limitless

bound on interrogation time for the ion confined in an RF Paul trap. The compactness

relative to a fountain or beam also allows for much better control of environmental

effects. Using a single ion avoids detrimentally strong ion-ion interactions; however,

such a set-up inevitably suffers from a low signal-to-noise ratio. Despite this, single

ion clocks based on Hg+ and Al+ have already been demonstrated with systematic

fractional uncertainties below 10−16 [65]. Thus, just as the overall accuracy of the
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cesium clocks were at one time limited by the inaccuracy in realizing the second

as defined by ephemeris time, the overall accuracy of these ion clocks are currently

limited by the inaccuracy in realizing the second as defined in terms of the cesium

atom.

Clocks based on neutral atoms confined in optical lattices share the previously

mentioned benefits of the ion clocks (i.e., suppression of Doppler effects, long inter-

rogation times, and control of environment), but with the additional advantage that

millions of atoms may be trapped and interrogated simultaneously, substantially im-

proving the measurement statistics. The fundamental disadvantage of optical lattice

clocks, however, is that the confining lattice lasers may cause significant shifts in the

atomic structure, diminishing their accuracy. An optical lattice clock using 87Sr has

already been demonstrated with a systematic fractional uncertainty of 1.5 × 10−16

[45]; like the Hg+ and Al+ ion clocks, the overall accuracy of this clock is also limited

by the inaccuracy in the direct measurement of the cesium standard. Optical lattice

clocks will be considered in more detail in Section 1.4.

It is likely that one of these two described arrangements employing optical fre-

quencies will serve as the next-generation of primary frequency standards, inevitably

leading to another redefinition of the SI second. Whether this definition is to be based

on ions or neutral atoms, of course, remains to be seen.

1.3 Atomic Fountain Clocks

In this section, a brief description of atomic fountain clocks is presented. Here spec-

ifications are given for the NIST-F1 cesium fountain clock following from Refs. [11,

33, 28, 59, 32, 44]. Other fountain clocks operate using the same basic principles as

NIST-F1.
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To begin the process, a sample of ∼ 108 cesium atoms are laser cooled in an

optical molasses. This incorporates six lasers slightly red-detuned from an atomic

transition. The beams intersect at the atomic sample, with one pair of lasers in

the vertical direction and two other pairs orthogonal in the horizontal plane. A

frequency differential in the vertical lasers is used to impart momentum to the atoms.

With a temperature below 1 µK and an upward velocity of ∼ 4 m/s, the lasers are

turned off and the atomic cloud, being subject to gravity, begins a ballistic flight.

From here the atomic cloud undergoes a state-selection process, ensuring all of the

atoms are in the same hyperfine state. The atomic cloud then passes through a

microwave cavity; the effect of this microwave cavity is to place the atoms in a coherent

superposition of the two hyperfine states. The atomic cloud continues upward until it

reaches its apogee and subsequently begins to fall downward. A portion of the atomic

cloud passes once again through the microwave cavity in its descent (due to thermal

expansion, only ∼ 10% of the atoms pass through the microwave cavity a second time

and subsequently remain to be considered). The two pulses of microwave radiation

experienced by these atoms constitute a variant of Ramsey’s separated oscillatory

field method of interferometry [62]. For the final step, a measurement is performed

to determine the relative population of atoms in the two hyperfine states. The entire

process described here takes on the order of 1 s. Over the course of many cycles, the

frequency in the microwave cavity is fine-tuned such that the excitation probability

is maximized. A count of 9,192,631,770 oscillations corresponding to the (optimal)

radiation in the microwave cavity, adjusted appropriately for a number of systematic

corrections, may then be interpreted as the second.

Currently, the leading uncertainty in NIST-F1 is due to the thermal (i.e., black-

body) radiation (BBR) from the clock’s surroundings, which are regulated at a tem-

perature of 320 K for operational purposes. This effect was first considered in 1982
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[29], prior to the first operational fountain clocks, and prompted the eventual append-

ment to the definition of the SI second specifying a cesium atom at a temperature of

0 K (i.e., in the absence of BBR). The second largest uncertainty behind the BBR

uncertainty arises due to (spin-exchange) collisions between atoms. These two ef-

fects, along with some shifts associated with the microwave power level, account for

the majority of the uncertainty in NIST-F1. Prior to the latest uncertainty analysis

report [28], the second order Zeeman shift also provided a significant contribution

to the overall uncertainty. As discussed in Ref. [28], this has since been reduced

substantially and is now small in comparison to the aforementioned uncertainties.

Design improvements for NIST-F2 include a cryogenically cooled chamber (at 77

K) and a multiple-launch process involving as many as ten separate atomic clouds

per cycle. These two enhancements will largely suppress the blackbody radiation and

collision associated uncertainties, respectively.

1.4 Optical Lattice Clocks

Optical lattice clocks are based on the principle that neutral atoms may be trapped

by means of the ac Stark effect. The ac Stark effect is given a detailed presentation

in Chapter 3; for this section, a brief qualitative discussion in the context of trapping

will be sufficient.

An atom subject to an oscillating electric field experiences an ac Stark shift in

its energy that is, to the lowest order, quadratic in the field amplitude. This energy

shift may be positive or negative and depends on the particular atomic state being

considered and the frequency of the oscillating electric field. An interesting scenario

arises when considering an atom in a standing wave for which the wavelength is much

larger than the characteristic size of the atom. In this case, the amplitude of the



8

oscillating field experienced by the atom depends on its particular location within the

standing wave, vanishing at the nodes of the standing wave and being maximum at

the antinodes. Consequently, the atom is attracted to either the nodes or anti-nodes

of the standing wave, whichever location minimizes its energy via the ac Stark shift.

In practice, this concept is demonstrated by trapping atoms in a standing wave formed

by two laser beams of similar frequency and polarization directed at each other. This

1D example has intuitive extensions to 2D or 3D. The periodicity of intensity minima

and maxima arising from such a laser configuration is suggested in the term “optical

lattice.”

With atoms trapped in an optical lattice, a narrow transition frequency, such as

the 1S0 → 3P0 transition in alkali metal atoms, may be probed by a separate laser.

This narrow transition frequency may then serve as the reference frequency for an

optical lattice clock. However, both atomic energy levels (e.g., 1S0 and 3P0 levels) are

ac Stark shifted by the trapping lasers. Generally, the perturbation is not precisely

identical for each level. The relative difference between Stark shifts corresponds to

an overall shift in the transition frequency and ultimately leads to an inaccuracy in

the clock. However, the ac Stark shift for each level may depend differently on the

frequency (i.e., wavelength) of the lattice lasers; this opens up the possibility of finding

a suitable wavelength for which the levels are indeed shifted identically, canceling the

effect of the lattice lasers on the clock frequency. Such a wavelength is referred to as

a “magic wavelength.”

With the leading ac Stark shift vanishing at the magic wavelength, other effects

which might ultimately limit the accuracy of optical lattice clocks include heating from

the lattice lasers, perturbations fourth order in the lattice field (hyperpolarizability),

and—as with the fountain clocks—BBR, collisional, and second order Zeeman shifts.

In regard to the latter effects, the optical lattice scheme has some notable advantages
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compared to the fountain (or beam). Firstly, the localization of the atoms should

allow for better control of the environment and, thus, the BBR and Zeeman effects.

Secondly, the optical lattice clock can, in principle, be prepared in 3D with no more

than a single-atom occupancy for any given lattice site [36]; such a set-up would

essentially eliminate collisional shifts. These prospective advantages are largely yet

to be realized.

Another possibly significant clock shift was recently identified by Taichenachev

et al. [78]. This shift, due to magnetic dipole (M1) and electric quadrupole (E2)

perturbations to the vibrational levels of the trapped atoms, was estimated (a rigorous

calculation is yet to be done) to be fractionally as large as 10−16 for the 87Sr optical

lattice clock. Whether this clock shift may be suppressed by clever engineering of the

optical lattice is still an open question.

1.5 Dissertation Structure

The remainder of this dissertation is as follows. Chapter 2 provides a discussion

of the atomic hyperfine structure. The theory developed therein is pertinent to all

following Chapters. In Chapter 3 the theory of the ac Stark effect is developed

using Floquet perturbation theory. In this treatment, the hyperfine interaction is

treated perturbatively and on equal footing as the interaction with the electric field.

Explicit expressions are given for the two leading orders, being zeroth (second) order

in the hyperfine interaction (electric field) and first (second) order in the hyperfine

interaction (electric field), respectively. The connection to the trapping potential of

the optical lattice follows. The expressions formulated in Chapter 3 set the foundation

for the two chapters following. Chapters 4 and 5 present the results of original research

undertaken throughout the preparation of this dissertation. In Chapter 4, a high-
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accuracy calculation of the BBR shift in the cesium primary frequency standard is

presented. Chapter 5 provides a proposal for lattice clocks based on the (microwave)

hyperfine transition of aluminum and gallium atoms. The conclusions of this research

have been previously presented in scientific journal articles, Refs. [10, 67, 9]. Final

concluding remarks will then be given in Chapter 6. This dissertation also includes

several appendices containing useful supplementary information.

Unless specified otherwise, atomic units will be used throughout the remainder of

the dissertation. A description of atomic units, along with several useful conversions,

is presented in Appendix A.
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Chapter 2

The Hyperfine Structure

2.1 Eigenstates of the Electronic Hamiltonian

The original research presented in Chapters 4 and 5 focuses on atomic clocks which are

based on microwave frequencies. In particular, this incorporates radiation tuned to

the hyperfine energy splitting in the ground state of the atom. Thus it is appropriate

to begin with a discussion of atomic hyperfine structure.

Consider the electronic Hamiltonian, Helec, describing the interaction of the atomic

electrons with each other as well as with the nuclear charge. The operator J, repre-

senting the total angular momentum of the electrons, commutes with Helec. Thus the

eigenstates of Helec can be taken as angular momentum eigenstates (see Appendix B)

satisfying

Helec|γJMJ〉 = EγJ |γJMJ〉,

where γ encapsulates all remaining electronic quantum numbers beyond the angular

momentum quantum numbers J and MJ needed to specify the state. Note that the

energy EγJ cannot depend on a particular MJ -state; consequently the level EγJ is
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(2J + 1)-fold degenerate.

The operator representing the spin angular momentum of a nucleus is I and has

associated angular momentum eigenstates |IMI〉. A nucleus may be regarded as a

composition of electric and magnetic multipole moments. With k representing the

multipolarity (k = 0, 1, 2, . . . corresponding to monopole, dipole, quadrupole, . . . ),

angular momentum considerations limit the allowed multipole moments to k ≤ 2I.

Furthermore, parity considerations limit allowed electric multipole moments to even

k and magnetic multipole moments to odd k. As a specific example, the nucleus of

the stable 69Ga isotope has nuclear spin I = 3/2; thus it is allowed electric monopole

(i.e., the nuclear charge), magnetic dipole, electric quadrupole, and magnetic octupole

moments.

The electronic Hamiltonian, which describes interactions of the electrons with

only the nuclear charge, commutes with the angular momentum operator I. Thus,

the proper eigenstates of Helec for the entire atomic (nuclear + electronic) system are

built from angular momentum eigenstates of both I and J and satisfy

Helec|IMI , γJMJ〉 = EγJ |IMI , γJMJ〉.

As is often the case, when interested only in operators that act exclusively within the

electronic subspace it becomes unnecessary (and burdensome) to explicitly specify

the nuclear quantum numbers I and MI . However, it is noticed here that with the

additional consideration of the nuclear substates (as given by MI), the level EγJ is

realized to be (2I + 1)× (2J + 1)-fold degenerate.

As Helec commutes individually with with I and J, it certainly commutes with the

operator F = I + J, representing the total angular momentum of the system. Thus

the eigenstates of Helec can alternatively be taken as angular momentum eigenstates
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of F. Such eigenstates are linear combinations of the states |IMI , γJMJ〉, and are

given explicitly by

|γIJFMF 〉 =
∑
MIMJ

CFMF
IMIJMJ

|IMI , γJMJ〉, (2.1)

where the CFMF
IMIJMJ

represent the conventional Clebsch-Gordon coefficients [83] (in

expressions to follow, the subscript on MF will be dropped; it is included here for

consistency). The allowed values of F follow from the triangular selection rule of the

Clebsch-Gordon coefficients, namely |I − J | ≤ F ≤ I + J . The level EγJ does not

depend on the quantum numbers F or MF ; considering all possible combinations of

F and MF one would find that the level EγJ is, of course, still (2I+ 1)× (2J + 1)-fold

degenerate.

2.2 The Hyperfine Interaction

The total Hamiltonian describing the atomic system is the electronic Hamiltonian

Helec supplemented by the hyperfine interaction Vhfi

H = Helec + Vhfi,

where Vhfi describes the interaction of the atomic electrons with the higher electric

and magnetic multipole moments of the nucleus (i.e., those with multipolarity k > 0).
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The hyperfine interaction may be written in the form1 [71]

Vhfi =
∑
k=1

T
(nuc)
k · T (elec)

k , (2.2)

where T
(nuc)
k and T

(elec)
k are rank-k spherical tensor operators (see Appendix C) acting

exclusively in the nuclear and electronic subspaces, respectively, and T
(nuc)
k · T (elec)

k is

their scalar product. The operator T
(nuc)
k is associated with the nuclear multipole

moment of multipolarity k; the nuclear dipole moment is considered explicitly below.

In practical applications, the hyperfine interaction Vhfi is typically taken as a

perturbation to the electronic Hamiltonian. As Vhfi is a scalar operator (it is composed

of the scalar products T
(nuc)
k · T (elec)

k ), it commutes with the total angular momentum

operator F, and thus the total Hamiltonian H also commutes with F (this conclusion

can also be drawn from physical insight: absent from external fields, the total atomic

system cannot have any directional preference in space). The eigenstates of the

total Hamiltonian can therefore be taken as angular momentum eigenstates of F.

In common perturbation theory language, the “good” zeroth order states are the

coupled states |γIJFM〉 given by Eq. (2.1). The hyperfine interaction splits the

(2I + 1) × (2J + 1)-fold degenerate level EγJ into 2X + 1 distinct levels associated

with each allowed value of F , where X = min(I, J) (in particular, for J = 1/2

and I ≥ 1/2 there are 2X + 1 = 2 allowed values of F given by F = I ± 1/2).

Each of these levels is still (2F + 1)-fold degenerate as the choice of quantization

axis is arbitrary. In the context of perturbation theory, with EγJ being the level

of interest, the (2I + 1) × (2J + 1)-dimensional space spanned by the unperturbed

1Note that the summation starts at k = 1, corresponding to the dipole interaction. One can, in
principle, write the monopole interaction as T (nuc)

0 · T (elec)
0 . This is nothing more than the Coulomb

interaction (
∑
q = −Z/rq) which is already incorporated into Helec. However, as T (nuc)

0 and T
(elec)
0

are both scalars, it is apparent in this form that I and J do indeed commute with this part of Helec.
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eigenstates |γIJFM〉 is referred to as the model space.2 A representation of the

hyperfine structure of the ground state of the 133Cs atom is presented in Figure 2.1

The interactions of the electrons with the nuclear multipole moments is dominated

by the interaction with the nuclear charge, which is treated non-perturbatively within

Helec. Similarly, the interaction of the electrons with the magnetic dipole moment

typically dominates over the interactions with the remaining multipole moments.

Thus for several applications, retaining only the k = 1 term of Eq. (2.2) provides

a sufficient description of the atomic hyperfine structure. This approximation will

be taken for the remainder of the dissertation; making the associations µ = T
(nuc)
k=1

and T = T
(elec)
k=1 (µ and T being vector operators), the hyperfine interaction is now

written

Vhfi = µ · T . (2.3)

The nuclear magnetic dipole moment µ is conventionally defined as the expectation

value of the z-component of µ, µz, for the “stretched” nuclear state3

µ ≡ 〈I,MI = I|µz|I,MI = I〉 =

 I 1 I

−I 0 I

 〈I||µ||I〉,
where the last equality follows from the Wigner-Eckart theorem, Eq. (C.4). The dipole

2Throughout this dissertation it will be assumed that the energy level EγJ (defining the model
space) is not degenerate with any level Eγ′J for which γ′ 6= γ (such that the model space does not
have to be extended to include these states); one consequence of this assumption is that the model
space has definite parity.

3From Eq. (2.2) and the commutation relations for spherical tensor operators (Appendix C), it
is evident that Vhfi does not commute with I (or J for that matter). Strictly speaking, perturbation
theory allows intermediate states involving excited nuclear states; consequently off-diagonal states
such as 〈γ′II ′M ′I |T

(nuc)
k |γIIMI〉 appear in the general theory. However, the energy scale for nuclear

excitations is far larger than the energy scale for electronic excitations and such terms are insignif-
icant in atomic perturbation theory. This justifies treating the nucleus as a fundamental particle
with intrinsic nuclear moments associated with the reduced matrix elements 〈I||T (nuc)

k ||I〉.
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Figure 2.1: Hyperfine structure of the 133Cs ground state (I = 7/2, J = 1/2). (a)
In the absence of the hyperfine interaction the ground level is (2I+1)×(2J+1)=16-
fold degenerate. (b) With the hyperfine interaction “turned on”, the level is split
into two hyperfine levels with F = 4 and F = 3. The F = 4 level is (2F+1) = 9-fold
degenerate, whereas the F =3 level is (2F+1)=7-fold degenerate. (c) The degeneracy
in the hyperfine levels may be lifted by application of an external magnetic field (here
assumed in the z-direction).
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Table 2.1: Nuclear spin and magnetic dipole moments for isotopes 133Cs, 27Al, and
69,71Ga. All values are taken from Ref. [75].

Isotope I µ/µN = gII
133Cs 7/2 2.5829128(15)

27Al 5/2 3.6415069(7)
69Ga 3/2 2.01659(5)
71Ga 3/2 2.56227(2)

moment may also be expressed in terms of the dimensionless nuclear gyromagnetic

ratio, gI ,

µ = gIIµN.

Here µN is the nuclear magneton µN = e~/(2mpc = α/2mp), where α ' 1/137 is

the fine structure constant and mp ' 1836 a.u. is the proton mass. With an explicit

evaluation of the 3-j symbol above, the reduced matrix element may be seen to be

related to gI and µN by

〈I||µ||I〉 =
√
I(I + 1)(2I + 1)gIµN. (2.4)

Nuclear dipole moments have been accurately measured for all isotopes being consid-

ered in this dissertation; these are presented in Table 2.1.

An explicit expression for the vector operator T acting on the electron coordinates

is reserved for Section E.10 of the Appendix. An expression for the corresponding

single-particle matrix elements between Dirac spinors is also provided therein.



18

Chapter 3

The ac Stark Effect

3.1 The Interaction with an Electromagnetic Plane

Wave

An atom’s energy levels and corresponding eigenfunctions are perturbed under the

influence of an oscillating electric field; this is referred to as the ac Stark effect. The

underlying theory describing clock shifts due to blackbody radiation (Chapter 4) or

optical lattice fields (Chapter 5) is built upon the ac Stark effect. The expressions

derived in this chapter provide the foundations for the following two chapters.

The discussion begins with an expression for the electric field associated with a

general plane electromagnetic wave (see, for example, Ref. [30])

E(r, t) =
1

2
E ε̂e−i(ωt−k·r) + c.c., (3.1)

where c.c. represents the complex conjugate of the preceding term. Here ε̂ is the

complex polarization vector and k is the (real) wave vector. The magnitude of wave

vector is proportional to the angular frequency, k = ω/c, with c being the speed of
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light. The amplitude E can in general be complex, though its complex phase can

just be associated with a time delay. Such a time delay has no physical significance

for the problem at hand, and it is thus assumed that E is real. The (time-averaged)

Poynting vector associated with this plane electromagnetic wave is

S =
c

8π
E2k̂.

The intensity is simply |S|.

Being a unit vector, the polarization vector satisfies

ε̂∗ · ε̂ = 1.

The polarization vector and the wave vector are orthogonal—i.e., ε̂ · k = 0. Conse-

quently, the vector product ε̂∗× ε̂ necessarily points in the direction of k. Specifically,

ε̂∗ × ε̂ = iAk̂,

where the real proportionality constant A is termed the degree of circular polariza-

tion. It is plainly seen that the degree of circular polarization is limited by |A| ≤ 1.

In particular, A = 0 corresponds to linear polarization, A = 1 (A = −1) corresponds

to right-(left-)circular polarization, and the intermediate values correspond to appro-

priate intermediate elliptical polarizations.1 Clearly a polarization vector which is

real (ε̂∗ = ε̂) necessarily corresponds to A = 0 (i.e., linear polarization).

1The degree of circular polarization is related to the eccentricity e of the corresponding ellipse by

|A| = 2
√

1− e2

2− e2
.
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Along with the electric field, a plane electromagnetic wave also has a comple-

mentary magnetic field. A complete description of the interaction of an atom with

this plane electromagnetic wave involves a decomposition into electric and magnetic

multipolar interactions. For neutral atoms there is no electric monopole moment.

Furthermore, for wavelengths (= 2πc/ω) much larger than the characteristic size

of the atom (∼ aB), the atom effectively “sees” a uniform oscillating field and the

higher multipolar (multipolarity k > 1) effects become negligible. Furthermore, con-

sidering only intensities which have an appreciable effect on the system, the electric

dipole interaction dominates over the magnetic dipole interaction. Thus, in the long-

wavelength regime (the regime to which this work is limited) the interaction of an

atom with the plane electromagnetic wave, Eq. (3.1), is sufficiently described by the

electric dipole interaction alone.

With the atom assumed to be at the origin, the long-wavelength approximation is

implemented by taking e±ik·r ' 1 in Eq. (3.1), such that the atom effectively “sees”

the uniform oscillating electric field

E(t) =
1

2
E ε̂e−iωt + c.c. (3.2)

The interaction of the atom with this field is given by

VE1 = −E(t) ·D,

where D is the electric dipole operator

D = −
N∑
q=1

rq.

Here r is the position vector and the summation q is over all atomic electrons. This
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interaction can be cast in the form

VE1 = V−e
−iωt + V+e

+iωt,

where

V− = −E
2

(ε̂ ·D) , V+ = −E
2

(ε̂∗ ·D) . (3.3)

Note that D is a Hermitian operator and V †− = V+. An expression for the matrix

elements of r between Dirac spinors is provided in Section E.10.

3.2 The Total Perturbation and the Hyperfine Clock

Shift

The total Hamiltonian describing the atomic system in the presence of the plane

electromagnetic wave, Eq. (3.1), is given by

H = Helec + Vhfi + VE1

= Helec + Vhfi + V−e
−iωt + V+e

+iωt.

It should be noted that in the second line here all of the time-dependence is written

out explicitly—that is, Helec, Vhfi, V−, and V+ are all time-independent operators.

With the eigenstates |γIJFM〉 and energies EγJ of the electronic Hamiltonian Helec

assumed to be known, the remaining interaction Vhfi + V−e
−iωt + V+e

+iωt can be

treated effectively as a perturbation. This perturbation is precisely of the form of

Eq. (D.5) of Appendix D, wherein the appropriate Floquet perturbation expressions

are subsequently developed.

The mean energy shift δE can be decomposed into contributions from the various
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Figure 3.1: Diagrammatical representation of an energy contribution of the type
δE(2,2). The capped solid lines each represent the interaction of the electrons with
the nuclear magnetic dipole (Vhfi) and the wavy lines each represent the interaction
of the electrons with a photon of the external field (VE1).

orders of perturbation theory in the usual way—namely, δE = δE(1) + δE(2) + . . .

One may further decompose each δE(l) into terms δE(m,n) (with m + n = l) which

represent contributions which are m-th order in the the perturbation Vhfi and n-th

order in the perturbation VE1 (i.e., V±). As an example, the second order energy shift

can be decomposed as

δE(2) = δE(2,0) + δE(0,2) + δE(1,1),

where δE(2,0) represents terms second-order in Vhfi, δE(0,2) represents terms second-

order in VE1, and δE(1,1) represents terms first-order in both Vhfi and VE1. A dia-

grammatical representation of an energy contribution of the type δE(2,2)—i.e., second

order in Vhfi and second order in VE1—is given in Figure 3.1.

For the microwave atomic clocks, the clock frequency ν is defined in terms of the

hyperfine energy splitting for the ground state of the atom in the absence of external
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fields. Using the notation introduced above, this is

ν =
1

2π

[(
E2 +

∑
m

δE
(m,0)
2

)
−

(
E1 +

∑
m

δE
(m,0)
1

)]

=
1

2π

[∑
m

δE
(m,0)
2 −

∑
m

δE
(m,0)
1

]
, (3.4)

where subscripts 2 and 1 label the upper and lower hyperfine levels, respectively

(it is assumed that J = 1/2 or I = 1/2 such that there are only two hyperfine

levels). The factor of 1/2π here is the proportionality constant between frequency

and angular frequency (i.e., energy for atomic units). The second equality in this

expression is realized by noting that the states 2 and 1 are part of the same hyperfine

manifold and thus their unperturbed energies are degenerate (E2 = E1). When the

additional perturbation VE1 is “turned on”, the splitting between the hyperfine levels

now becomes

ν + δν =
1

2π

[∑
mn

δE
(m,n)
2 −

∑
mn

δE
(m,n)
1

]
. (3.5)

The physical quantity to be considered for this work is δν. To this end, it is apparent

from comparing Eq. (3.4) and Eq. (3.5) that it suffices to only consider explicitly the

terms δE(m,n) with n > 0—that is, terms that depend explicitly on the perturbation

VE1. This conclusion could certainly have been drawn from intuition; however, the

notation introduced here will aid in providing a consistent formalism for the hyperfine

Stark effect.

The following two sections provide derivations for the second and third order ac

Stark shifts. These sections are heavy in technical detail; summarized results of these

sections are given in Section 3.5.
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Figure 3.2: Diagrammatical representation of δE
(0,2)
n . There are two photon interac-

tions but no hyperfine interaction.

3.3 The Second-Order ac Stark Shift

Again it is mentioned that the perturbation Vhfi +V−e
−iωt+V+e

+iωt is precisely of the

form of Eq. (D.5). With the associations Vs → Vhfi and E (l)
nq → δE

(l)
n , the subsequent

Floquet perturbation expressions, Eqs. (D.6), are thus applicable to this system.

From the Floquet perturbation formalism, it can be determined that the energy shift

of arbitrary order only contains terms in which VE1 contributes in even orders (i.e.,

δE(m,n) = 0 if n is odd).2 Thus the problem begins with the second order energy shift,

in which the pertinent terms are all given by δE
(0,2)
n . A diagrammatical representation

of this energy shift is given in Figure 3.2.

2In the related static problem (the static Stark effect), it is also found that the corresponding
static perturbation VE1 only contributes in even orders, assuming a model space of definite parity.
This follows from the fact that the hyperfine interaction is an even parity operator whereas the
dipole operator is an odd parity operator—i.e., PVhfiP† = Vhfi and PDP† = −D. The former can
only connect states of like parity, whereas the latter can only connect states of opposite parity. The
Floquet formalism, however, never makes this assumption; the shifts associated with odd powers
of a general harmonic perturbation simply time-average to zero. For this particular problem, the
Floquet perturbation expressions should reduce to the correct static perturbation expressions in the
limit ω → 0. To complete the connection one should assume a real polarization vector and make
the appropriate rms substitution E → E

√
2.
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Taken directly from Eqs. (D.6), the shift δE
(0,2)
n is

δE(0,2)
n =

∑
n′

〈n|V+|n′〉〈n′|V−|n〉
En − En′ + ω

+
∑
n′

〈n|V−|n′〉〈n′|V+|n〉
En − En′ − ω

,

or explicitly specifying the quantum numbers (i.e., |n〉 = |γIJFM〉)

δE
(0,2)
γIJFM =

∑
γ′J ′F ′M ′

〈γIJFM |V+|γ′IJ ′F ′M ′〉〈γ′IJ ′F ′M ′|V−|γIJFM〉
EγJ − Eγ′J ′ + ω

+
∑

γ′J ′F ′M ′

〈γIJFM |V−|γ′IJ ′F ′M ′〉〈γ′IJ ′F ′M ′|V+|γIJFM〉
EγJ − Eγ′J ′ − ω

.

The summations here exclude states which lie within the degenerate model space,

(γ′J ′) = (γJ); this will be implicit in similar expressions to follow. This energy shift

may be regarded as the expectation value of an operator H
(0,2)
γJ for the unperturbed

state

δE
(0,2)
γIJFM = 〈γIJFM |H(0,2)

γJ |γIJFM〉. (3.6)

With the explicit form of V±, Eqs. (3.3), H
(0,2)
γJ may be expressed as

H
(0,2)
γJ =

(
E
2

)2

(ε̂∗ ·D)R
(+)
γJ (ε̂ ·D) +

(
E
2

)2

(ε̂ ·D)R
(−)
γJ (ε̂∗ ·D) , (3.7)

where R
(±)
γJ are the frequency-dependent resolvent operators, given by

R
(±)
γJ =

∑
γ′J ′F ′M ′

|γ′IJ ′F ′M ′〉〈γ′IJ ′F ′M ′|
EγJ − Eγ′J ′ ± ω

=
∑

γ′J ′M ′
IM

′
J

|IM ′
I , γ
′J ′M ′

J〉〈IM ′
I , γ
′J ′M ′

J |
EγJ − Eγ′J ′ ± ω

=
∑

γ′J ′M ′
J

|γ′J ′M ′
J〉〈γ′J ′M ′

J |
EγJ − Eγ′J ′ ± ω

.
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The second equality (which changes to the alternative coupling scheme |IM ′
I , γ
′J ′M ′

J〉)

holds due to the fact that the denominators are independent of F ′ and M ′. The

last equality follows from the closure relation
∑

M ′
I
|IM ′

I〉〈IM ′
I | = 1 in the nuclear

subspace; consequently the resolvent operators act completely within the electronic

subspace. In the next section, the frequency-independent resolvent operator R
(0)
γJ will

also be used

R
(0)
γJ =

∑
γ′J ′M ′

J

|γ′J ′M ′
J〉〈γ′J ′M ′

J |
EγJ − Eγ′J ′

.

From the commutation relations for spherical tensor operators, Eq. (C.1), the resol-

vent operators are seen to be scalar operators. Furthermore, it is easy to see that

they are Hermitian.

Attention will initially be directed to the first term of Eq. (3.7) without the pref-

actor. Following from Eq. (C.3) of Appendix C, this group of spherical tensors may

be recoupled to isolate the polarization vectors from the operators which act in the

atomic space

(ε̂∗ ·D)R
(+)
γJ (ε̂ ·D) =

∑
K=0,1,2

(−1)K {ε̂∗ ⊗ ε̂}K ·
{

D⊗R(+)
γJ D

}
K
.

Here the {. . . }K represent spherical tensors of rank K (see Appendix C for definitions

and notations). The allowed values of K are limited by the triangular selection rule;

as the composite tensors {. . . }K here involve the coupling of two rank-1 tensors, K is

consequently limited by 0 ≤ K ≤ 2. The second term of Eq. (3.7) may be recoupled

in a similar fashion. Also making use of the relation {ε̂⊗ ε̂∗}K = (−1)K {ε̂∗ ⊗ ε̂}K ,
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the operator H
(0,2)
γJ may now be written

H
(0,2)
γJ =(
E
2

)2 ∑
K=0,1,2

(−1)K {ε̂∗ ⊗ ε̂}K ·
({

D⊗R(+)
γJ D

}
K

+ (−1)K
{

D⊗R(−)
γJ D

}
K

)
.

(3.8)

Using the Wigner-Eckart theorem, Eq. (C.4), matrix elements of the rank-k tensor

acting in the atomic space may be expressed in terms of corresponding reduced matrix

elements,

〈γIJF ′M ′|
({

D⊗R(+)
γJ D

}
KQ

+ (−1)K
{

D⊗R(−)
γJ D

}
KQ

)
|γIJFM〉

= (−1)F
′−M ′

 F ′ K F

−M ′ Q M


×〈γIJF ′||

({
D⊗R(+)

γJ D
}
K

+ (−1)K
{

D⊗R(−)
γJ D

}
K

)
||γIJF 〉. (3.9)

The diagonal reduced matrix elements (i.e., F ′ = F ) define the second order “re-

duced” polarizabilities α
(2)
γIJF ;K ,

α
(2)
γIJF ;K = 〈γIJF ||

({
D⊗R(+)

γJ D
}
K

+ (−1)K
{

D⊗R(−)
γJ D

}
K

)
||γIJF 〉. (3.10)

Angular reduction may be performed on the right-hand side of this expression with
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the help of formulas from Appendix C,

α
(2)
γIJF ;K = (−1)I−J+F (2F + 1)

√
(2K + 1)

 F K F

J I J


×
∑
γ′J ′

 J K J

1 J ′ 1

 〈γJ ||D||γ′J ′〉〈γ′J ′||D||γJ〉
×

[
1

EγJ − Eγ′J ′ + ω
+

(−1)K

EγJ − Eγ′J ′ − ω

]
. (3.11)

For the remainder of this section the quantum numbers γIJ will be omitted for clarity.

The second order reduced polarizabilities are related to the conventional second order

scalar α
S,(2)
F , axial α

a,(2)
F , and tensor α

T,(2)
F polarizabilities [48] by

α
S,(2)
F =

1√
3(2F + 1)

α
(2)
F ;K=0,

α
a,(2)
F = −

√
2F

(2F + 1)(F + 1)
α

(2)
F ;K=1,

α
T,(2)
F = −

√
2F (2F − 1)

3(2F + 1)(F + 1)(2F + 3)
α

(2)
F ;K=2. (3.12)

It should be noted that the polarizabilities are—via the resolvent operators in Eq. (3.10)—

frequency-dependent.

From Eqs. (3.6, 3.8, 3.9, 3.10), the energy shift can be written in terms of the

reduced polarizabilities as

δE
(0,2)
FM =

(
E
2

)2 ∑
K=0,1,2

(−1)K {ε̂∗ ⊗ ε̂}K0 (−1)F−M

 F K F

−M 0 M

α
(2)
F ;K . (3.13)

The Q = 0 components are picked out of the scalar product due to the selection rule

M ′+Q+M = 0 associated with the 3-j symbol of Eq. (3.9). The attention will now
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be turned to the polarization-dependent factors {ε̂∗ ⊗ ε̂}K0. Employing Eqs. (C.5),

these are evaluated to be

{ε̂∗ ⊗ ε̂}00 = − 1√
3

(ε̂∗ · ε̂) = − 1√
3
,

{ε̂∗ ⊗ ε̂}10 =
i√
2

(ε̂∗ × ε̂) · êz = − 1√
2
A(k̂ · êz),

{ε̂∗ ⊗ ε̂}20 =
1√
6

[3 (ε̂∗ · êz) (ε̂ · êz)− (ε̂∗ · ε̂)] =
1√
6

[
3 |ε̂ · êz|2 − 1

]
.

At this point it is useful to introduce the parameters θk and θp, satisfying

cosθk = k̂ · êz,

cos2θp = |ε̂ · êz|2 .

It is apparent that the parameter θk may be regarded as the angle between the wave

vector and the z-axis. Furthermore, for linear polarization the parameter θp may

be regarded as the angle between the polarization direction and the z-axis. For a

more general geometrical interpretation of θp, it is useful to further introduce the

parameters θmaj, θmin, and ϕ. Geometrical representations of these parameters are

given in Figure 3.3; these parameters satisfy3

cos2θp = |ε̂ · êz|2 = cos2ϕ cos2θmaj + sin2ϕ cos2θmin, A = sin(2ϕ).

From here on the parameters θk, θp and A will be used exclusively. From geometrical

considerations it is found that θk and θp must satisfy the inequality cos2θk+cos2θp ≤ 1.

3Furthermore, the complex polarization vector may be expressed as ε̂ =
eiγ (cosϕ ε̂maj + i sinϕ ε̂min), where γ is real and ε̂maj and ε̂min are real unit vectors defined
in Figure 3.3. The convention ε̂maj × ε̂min = k̂ is adopted here.
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(a)

(b)

Figure 3.3: (Color online) Representation of the electromagnetic plane wave geomet-
rical parameters. (a) The surface represents the ellipse swept out by the electric field
vector in one period. Unit vector ε̂maj (ε̂min) aligns with the semi-major (-minor) axis

of the ellipse; k̂ is the unit wave vector. The vectors ε̂maj, ε̂min, and k̂ are mutually
orthogonal, but may otherwise have an arbitrary orientation with respect to the z-
axis (êz). Parameters θmaj, θmin, and θk, are the angles between the respective unit
vectors and the z-axis. (b) Parameter ϕ, represented here in the ε̂maj− ε̂min plane, is
directly related to the degree of circular polarization.
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Using explicit expressions for the 3-j symbol appearing in Eq. (3.13), the second

order energy shift expressed in terms of polarization parameters A, θk, and θp and

the second order polarizabilities α
S,(2)
F , α

a,(2)
F , and α

T,(2)
F is

δE
(0,2)
FM =

−
(
E
2

)2 [
α

S,(2)
F + (Acosθk)

M

2F
α

a,(2)
F +

(
3cos2θp − 1

2

)
3M2 − F (F + 1)

F (2F − 1)
α

T,(2)
F

]
.

(3.14)

It should be noted that the perturbative analysis above assumes F and M to be

good quantum numbers. In practice this is assured with the application of a bias

magnetic field; details are provided in Appendix G.

3.4 The Third-Order ac Stark Shift

Analysis of the third-order ac Stark shift proceeds in a similar manner as the second-

order analysis. From Eqs. (D.6), the pertinent terms are found to be

δE(1,2)
n =∑

n′n′′

〈n|Vhfi|n′′〉〈n′′|V+|n′〉〈n′|V−|n〉
(En − En′′) (En − En′ + ω)

+
∑
n′n′′

〈n|Vhfi|n′′〉〈n′′|V−|n′〉〈n′|V+|n〉
(En − En′′) (En − En′ − ω)

+
∑
n′n′′

〈n|V+|n′′〉〈n′′|Vhfi|n′〉〈n′|V−|n〉
(En − En′′ + ω) (En − En′ + ω)

+
∑
n′n′′

〈n|V−|n′′〉〈n′′|Vhfi|n′〉〈n′|V+|n〉
(En − En′′ − ω) (En − En′ − ω)

+
∑
n′n′′

〈n|V+|n′′〉〈n′′|V−|n′〉〈n′|Vhfi|n〉
(En − En′′ + ω) (En − En′)

+
∑
n′n′′

〈n|V−|n′′〉〈n′′|V+|n′〉〈n′|Vhfi|n〉
(En − En′′ − ω) (En − En′)

−〈n|Vhfi|n〉
∑
n′

〈n|V+|n′〉〈n′|V−|n〉
(En − En′ + ω)2 − 〈n|Vhfi|n〉

∑
n′

〈n|V−|n′〉〈n′|V+|n〉
(En − En′ − ω)2 .

(3.15)

The energy shift δE
(1,2)
γJ (now with explicit quantum numbers γIJFM) may be taken

as the expectation value of the operator H
(1,2)
γJ . The operator H

(1,2)
γJ may be decom-
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posed into four operators—“top”, “center”, “bottom”, and “normalization”—such

that the energy shift is written

δE
(1,2)
γJ = 〈γIJFM |

(
H

(1,2),top
γJ +H

(1,2),cen
γJ +H

(1,2),bot
γJ +H

(1,2),nor
γJ

)
|γIJFM〉,

where each of the four terms represents a line of the right-hand side of Eq. (3.15), in

respective order. These operators may be written in the form

H(1,2),top
n =

(
E
2

)2 [
VhfiR

(0)
γJ (ε̂∗ ·D)R

(+)
γJ (ε̂ ·D) + VhfiR

(0)
γJ (ε̂ ·D)R

(−)
γJ (ε̂∗ ·D)

]
,

H
(1,2),cen
γJ =

(
E
2

)2 [
(ε̂∗ ·D)R

(+)
γJ VhfiR

(+)
γJ (ε̂ ·D) + (ε̂ ·D)R

(−)
γJ VhfiR

(−)
γJ (ε̂∗ ·D)

]
,

H
(1,2),bot
γJ =

(
E
2

)2 [
(ε̂∗ ·D)R

(+)
γJ (ε̂ ·D)R

(0)
γJVhfi + (ε̂ ·D)R

(−)
γJ (ε̂∗ ·D)R

(0)
γJVhfi

]
,

H
(1,2),nor
γJ =

(
E
2

)2 [
−VhfiPγJ (ε̂∗ ·D)

(
R

(+)
γJ

)2

(ε̂ ·D)

−VhfiPγJ (ε̂ ·D)
(
R

(−)
γJ

)2

(ε̂∗ ·D)

]
, (3.16)

where PγJ is the projection operator for the model space, given by

PγJ =
∑
F ′M ′

|γIJF ′M ′〉〈γIJF ′M ′| =
∑
MJ

|γJMJ〉〈γJMJ |.

The projection operator is a scalar operator and furthermore is Hermitian. Note that

H
(1,2),cen
γJ and H

(1,2),nor
γJ are Hermitian operators, whereas H

(1,2),top
γJ and H

(1,2),bot
γJ are

Hermitian conjugates of each other. Diagrammatical representations of each of the

four terms are given in Figure 3.4.

Initially considering the top term, once again the polarization vectors may be
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x

(a) (c) (d)(b)

Figure 3.4: Diagrammatical representations of the (a) “top”, (b) “center”, (c) “bot-

tom”, and (d) “normalization” contributions to δE
(1,2)
n . The names top, center, and

bottom reflect the position of the hyperfine interaction with respect to the two photon
interactions.

decoupled from the remaining operators acting in the atomic space

H
(1,2),top
γJ =

(
E
2

)2 ∑
K=0,1,2

(−1)K {ε̂∗ ⊗ ε̂}K

·
({
VhfiR

(0)
γJD⊗R(+)

γJ D
}
K

+ (−1)K
{
VhfiR

(0)
γJD⊗R(−)

γJ D
}
K

)
.

This has a similar form as Eq. (3.8) for the second order, the difference being only

the second line of this expression. Analogous to the second order derivation, one may

then define third-order reduced polarizabilities for the top term as

α
(3),top
γIJF ;K =

〈γIJF ||
({
VhfiR

(0)
γJD⊗R(+)

γJ D
}
K

+ (−1)K
{
VhfiR

(0)
γJD⊗R(−)

γJ D
}
K

)
||γIJF 〉.
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Angular reduction of the right-hand side yields

α
(3),top
γIJF ;K = (2F + 1)

√
(2K + 1)

√
I(I + 1)(2I + 1)gIµN

×
∑
J ′′J ′

(−1)J+J ′′

 I I 1

J J ′′ F


 K J ′′ J

I F F


 K J ′′ J

J ′ 1 1


×
∑
γ′′γ′

〈γJ ||T ||γ′′J ′′〉〈γ′′J ′′||D||γ′J ′〉〈γ′J ′||D||γJ〉
(EγJ − Eγ′′J ′′)

×
[

1

(EγJ − Eγ′J ′ + ω)
+

(−1)K

(EγJ − Eγ′J ′ − ω)

]
. (3.17)

Recoupling of the remaining three operators of Eq. (3.16) may be done in a similar

manner, and corresponding reduced polarizabilities may be derived. The reduced

polarizability for the center term is

α
(3),cen
γIJF ;K = (2F + 1)

√
(2K + 1)

√
I(I + 1)(2I + 1)gIµN

× (−1)I−J−F+1
∑
J ′′J ′



− I F J

1 − K 1

J ′ 1 − J ′′

J I F −


×
∑
γ′′γ′

〈γJ ||D||γ′′J ′′〉〈γ′′J ′′||T ||γ′J ′〉〈γ′J ′||D||γJ〉

×
[

1

(EγJ − Eγ′′J ′′ + ω) (EγJ − Eγ′J ′ + ω)

+
(−1)K

(EγJ − Eγ′′J ′′ − ω) (EγJ − Eγ′J ′ − ω)

]
, (3.18)

where the term in curly braces is a 12-j symbol of the second kind (Appendix B;

Ref. [83]). The reduced polarizability for the bottom term is simply

α
(3),bot
γIJF ;K =

(
α

(3),top
γIJF ;K

)∗
. (3.19)
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Finally, the reduced polarizability for the normalization term is

α
(3),nor
γIJF ;K = (2F + 1)

√
(2K + 1)

√
I(I + 1)(2I + 1)gIµN

× (−1)2J+1

 I I 1

J J F


 K J J

I F F

 〈γJ ||T ||γJ〉
×
∑
J ′

 K J J

J ′ 1 1


∑
γ′

〈γJ ||D||γ′J ′〉〈γ′J ′||D||γJ〉

×

[
1

(EγJ − Eγ′J ′ + ω)2 +
(−1)K

(EγJ − Eγ′J ′ − ω)2

]
. (3.20)

The total third order reduced polarizability is

α
(3)
γIJF ;K = α

(3),top
γIJF ;K + α

(3),cen
γIJF ;K + α

(3),bot
γIJF ;K + α

(3),nor
γIJF ;K . (3.21)

Eqs. (3.12), which relate the second order reduced polarizabilities to the traditional

second order polarizabilities, may be extended to the third order as well (taking 2→ 3

in those expressions). The third order energy shift may then be expressed in terms

of polarization parameters A, θk, and θp and the third order polarizabilities α
S,(3)
F ,

α
a,(3)
F , and α

T,(3)
F as

δE
(1,2)
FM =

−
(
E
2

)2 [
α

S,(3)
F + (Acosθk)

M

2F
α

a,(3)
F +

(
3cos2θp − 1

2

)
3M2 − F (F + 1)

F (2F − 1)
α

T,(3)
F

]
.

This has precisely the same form as Eq. (3.14) for the second order, but with the

appropriate third order polarizabilities in place of the second order polarizabilities.4

4It is rather straightforward to show that this may be generalized to all orders of δE(n,2). The
corresponding operator H(n,2) contains terms of the form (. . . ) (ε̂∗ ·D) (. . . ) (ε̂ ·D) (. . . ), where
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3.5 The ac Stark Shift Summarized

For the purposes of this research it is not necessary to proceed to an explicit analysis

of fourth order perturbation theory. However, it is worth mentioning that beginning

with the fourth order, terms which are higher than second order in VE1 start to appear.

In particular, the terms fourth order in VE1, δE(n,4), constitute the hyperpolarizability

effects; these effects are small compared to the terms δE(0,2) and δE(1,2) analyzed

in the previous two sections and need not be considered. For the remainder of the

dissertation, δE is used with the understanding that only terms second order in

VE1 are included (again terms zeroth order in VE1 are not of concern as they are not

pertinent to hyperfine clock shifts). With this in mind, some of the main results of the

previous sections are summarized here. The quantum numbers γIJ (corresponding

to the model space) will be suppressed for clarity.

The energy shift may be written

δEFM(ω) =

−
(
E
2

)2 [
αS
F (ω) + (Acosθk)

M

2F
αa
F (ω) +

(
3cos2θp − 1

2

)
3M2 − F (F + 1)

F (2F − 1)
αT
F (ω)

]
,

(3.22)

where dependence on the (angular) frequency of the plane electromagnetic wave is

(. . . ) indicates some arbitrary combination of Vhfi, resolvent, and projection operators. The
(. . . ) necessarily have scalar character, consequently such a term may always be recoupled as∑
K {ε̂∗ ⊗ ε̂}K · {(. . . )D⊗ (. . . )D(. . . )}K . As such, δE(n,2) can always be broken down into scalar,

axial, and tensor parts with the respective polarization dependencies as seen for δE(0,2) and δE(1,2).
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now made explicit. The parameters θk and θp satisfy

cosθk = k̂ · êz,

cos2θp = |ε̂ · êz|2 .

The scalar αS
F (ω), axial αa

F (ω), and tensor αT
F (ω) polarizabilities are related to the

corresponding “reduced” polarizabilities αF ;K(ω) by

αS
F (ω) =

1√
3(2F + 1)

αF ;K=0(ω),

αa
F (ω) = −

√
2F

(2F + 1)(F + 1)
αF ;K=1(ω),

αT
F (ω) = −

√
2F (2F − 1)

3(2F + 1)(F + 1)(2F + 3)
αF ;K=2(ω). (3.23)

Eqs. (3.22, 3.23) may be taken on an order-by-order basis with the leading order

being the second order. Explicit expressions for the second and third order reduced

polarizabilities are given by Eqs. (3.11, 3.17, 3.18, 3.19, 3.20, 3.21) and will not be

repeated here.

At times throughout this dissertation, the polarizability αFM(ω) will be used:

αFM(ω) = αS
F (ω) + (Acosθk)

M

2F
αa
F (ω) +

(
3cos2θp − 1

2

)
3M2 − F (F + 1)

F (2F − 1)
αT
F (ω).

Note that αFM(ω) implicitly depends on the polarization parameters A, θk, and θp.

The energy shift may then be written

δEFM(ω) = −
(
E
2

)2

αFM(ω).
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The clock shift due to the presence of the electromagnetic wave is given by

δν(ω) =
1

2π
[δEF ′M ′(ω)− δEFM(ω)] = − 1

2π

(
E
2

)2

[αF ′M ′(ω)− αFM(ω)] , (3.24)

where FM (F ′M ′) labels the lower (upper) hyperfine clock level.

3.6 The 1D Optical Lattice Trap

In this section, the expressions derived above for the ac Stark effect are used to show

how atoms may be trapped in the intermediary region of two counter-propagating

lasers. These so-called optical lattice traps are reviewed in Ref. [12].

The From Eq. (3.1), it follows that the superposition of electric fields for two plane

electromagnetic waves is

E(r, t) =
1

2

[
E1ε̂1e

−i(ω1t−k1·r) + E2ε̂2e
−i(ω2t−k2·r)

]
+ c.c..

In particular, for5

k1 = −k2 ≡ k (ω1 = ω2 ≡ ω), ε̂1 = ε̂2 ≡ ε̂, E1 = E2 ≡
E
2
, (3.25)

5Note that −i(ε̂∗1 × ε̂1) · k̂1 = i(ε̂∗2 × ε̂2) · k̂2, which is to say A1 = −A2. With the association
A = −i(ε̂∗ × ε̂) · k̂, then one further obtains A1 = −A2 ≡ A. Furthermore, one should note that
the intensities for the individual lasers are |S1| = |S2| = c

8π

(E
2

)2
= 1

4
c

8πE
2.
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this is

E(r, t) =
1

2

[
E
2
ε̂e−i(ωt−k·r) +

E
2
ε̂e−i(ωt+k·r)

]
+ c.c.

=
1

2
E ε̂e−iωt

[
eik·r + e−ik·r

2

]
+ c.c.

= cos(k · r)

[
1

2
E ε̂e−iωt + c.c.

]
= cos(k · r)E(t),

where E(t) is equivalent to the uniform oscillating electric field of Eq. (3.2). The

spatial-dependent factor cos(k · r) here describes a standing wave. This standing

wave is also referred to as a 1D optical lattice.

Within the long-wavelength regime, an atom again effectively “sees” a uniform

oscillating field. For the previously considered case of a single plane electromagnetic

wave, the local field seen by the atom did not depend on the particular position of

the atom in space (moving the atom in the ±k̂-direction would again amount only

to a time-delay). However, for the current case of a standing wave, the local field

seen by the atom now depends on the position of the atom in space by the factor

cos(k · r). The expressions derived in the previous sections for the energy shift of an

atom in the presence of a plane electromagnetic wave are applicable to this standing

wave case as well. One needs only to generalize now to the local field of the standing

wave; mathematically this is implemented by taking E → Ecos(k · r). In particular,

the energy shift for an atom at position r is given by

δEFM(r, ω) = −cos2(k · r)

(
E
2

)2

αFM(ω). (3.26)

This spatial-dependence of the energy can be associated with a potential U(r) =

δEFM(r, ω), which then governs the center-of-mass motion of the atom. For αFM(ω) >
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k1

k2

Figure 3.5: (Color online) Illustration of a 1D optical lattice trap. The counter-
propagating plane waves give rise to potential wells (green) which are capable of
constraining atoms (blue) in the axial direction. In practice, a varying beam waist of
the lasers confines the atoms in the radial direction as well.

0, this potential has minima at positions k·r = nπ (n being an integer), corresponding

to regions of maximum intensity in the optical lattice (i.e., the anti-nodes of the stand-

ing wave). For αFM(ω) < 0, the potential has minima at positions k · r = (n+ 1/2)π,

corresponding to regions of zero intensity in the optical lattice (i.e., the nodes of the

standing wave). In either scenario, the planes in space corresponding to the potential

minima are separated by λ/2, where λ = 2πc/ω is the wavelength of the counter-

propagating plane waves. Furthermore, the depth of the potential wells is given by

(E/2)2 |αFM(ω)| in both cases. For a large enough trap depth (i.e., intensity), atoms

may be trapped in the potential minima with negligible tunneling between wells. This

is referred to as a 1D optical lattice trap. A 1D optical lattice trap is depicted in

Figure 3.5.

The potential U(r) determines the translational (vibrational) modes of the optical

lattice trap. In general, the confining potential U(r) associated with a given atomic
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level |FM〉 does not precisely match the confining potential U ′(r) associated with

a different atomic level |F ′M ′〉. As a result, the energy associated with a given

transition between states must account for energy differences in the vibrational levels

in addition to the energy associated with the Stark-perturbed atomic transition. It

is a convenient consequence, however, that if the magic condition is satisfied for

the atomic transition (the magic condition being αF ′M ′(ω) = αFM(ω) and thus no

relative Stark shift), then the trapping potentials are subsequently identical—i.e.,

U ′(r) = U(r)—and there is no difference in vibrational levels.6

This concludes the general discussion of the ac Stark effect. In the following

chapters, the formulae derived above are utilized for in for applications to microwave

atomic clocks. Namely, this includes a high-accuracy calculation of the blackbody

radiation shift in the 133Cs primary frequency standard (Chapter 4) and a proposal

for microwave atomic clocks based on 27Al or 69,71Ga atoms in an engineered optical

lattice (Chapter 5).

6Taichenachev et al. [78] have, however, recently pointed out that magnetic dipole (M1) and
electric quadrupole (E2) interactions cause shifts in the trap levels which may in fact be significant
at the level of precision of current optical lattice clocks.
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Chapter 4

High-Accuracy Calculation of the

Blackbody Radiation Shift in the

133Cs Primary Frequency Standard

4.1 Introduction

In principle, an ideal atomic clock measures a transition frequency for an atom which

is completely decoupled from its environment. In practice, however, the atomic sam-

ple is subject to thermal radiation from its surroundings (among other things). The

electric field associated with this blackbody radiation (BBR) perturbs the atomic

sample in accordance with the theory of the ac Stark effect presented in the previous

Chapter.

As was mentioned in Chapter 1, the definition of the SI second makes specific

reference to a 133Cs atom at a temperature of 0 K—that is, a 133Cs atom in the

absence of BBR. For 133Cs frequency standards operating at room temperature, the

presence of the BBR necessitates a substantial systematic correction as the fractional
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clock shift is of the order 10−14. Moreover, recently there has been some controversy

over the precise size of this shift. At a temperature of 300 K, the values from various

groups [74, 27, 41, 54, 82] differ at the 10−15 level, while modern Cs clocks aim at

accuracies better than 10−16.

The persistent discrepancies in the BBR shift have prompted the efforts at the US

National Institute for Standards and Technology (NIST) on removing the sensitivity

to BBR by operating the primary standard at cryogenic temperatures [31, 44]. How-

ever, because of the weight limitations, this direct approach would hardly be feasible

if a next-generation atomic clock were to be operated at the International Space Sta-

tion [38]. This ongoing controversy and implications for atomic time-keeping serve as

motivations for this work. Here, results are presented for a calculation of the 133Cs

BBR shift based on high-accuracy relativistic many-body techniques of atomic struc-

ture. The evaluated uncertainty for this calculation implies a 6 × 10−17 fractional

uncertainty in the clock frequency with the value of the BBR shift consistent with

the most accurate (0.2%-accurate) measurement [74]. However, the obtained 0.35%-

accurate value is in a substantial (10%) disagreement with recent semi-empirical cal-

culations [54, 82]. It is shown that this discrepancy is due to contributions of the

intermediate continuum states omitted in those calculations.

4.2 Problem Set-Up

The blackbody radiation is assumed to be isotropic; qualitatively this implies that the

atomic system can have no preferential direction in space. From this it further follows

that the BBR clock shift may be described completely by the scalar polarizability

(contributions from the axial and tensor polarizabilities are “washed out” due to

their directional-dependencies). As such, the problem begins with consideration of



44

the second order scalar polarizability. Taking K = 0 in Eq. (3.11) yields the simplified

expression

α
S,(2)
F (ω) =

1

3(2J + 1)

∑
γ′J ′

(−1)J−J
′+1 〈γJ ||D||γ′J ′〉〈γ′J ′||D||γJ〉

×
[

1

EγJ − Eγ′J ′ + ω
+

1

EγJ − Eγ′J ′ − ω

]
. (4.1)

Note that α
S,(2)
F (ω) does not depend on F . As a result, the following conclusion

applies to a general atomic system: there is no relative energy shift associated with

the second order scalar polarizability between the levels of a given hyperfine manifold.1

This realization will be useful in Chapter 5 as well. Thus, the leading effect is from

the third order scalar polarizability. Taking K = 0 in Eqs. (3.17—3.20) it is found

that the third order scalar polarizability may be parameterized as

α
S,(3)
F (ω) =

2

3

√
I(I + 1)(2I + 1)gIµN (−1)I+J+F

 I J F

J I 1


× [T (ω) + C(ω) +B(ω) +N(ω)] , (4.2)

where the terms T (ω), C(ω), B(ω), and N(ω) are independent of F (and I, for that

matter). The term T (ω), which corresponds to the contribution of the top term, is

given by

T (ω) =
1

2

1

(2J + 1)

∑
γ′′J ′′γ′J ′

(−1)J−J
′+1 〈γJ ||T ||γ′′J ′′〉〈γ′′J ′′||D||γ′J ′〉〈γ′J ′||D||γJ〉

(EγJ − Eγ′′J ′′)

×
[

1

(EγJ − Eγ′J ′ + ω)
+

1

(EγJ − Eγ′J ′ − ω)

]
δJ ′′J .

1It should be emphasized that this statement applies to the perturbation formalism of this dis-
sertation, in which the zeroth order atomic states are unperturbed by the hyperfine interaction.
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The contribution from the center term is given by

C(ω) =

1

2

∑
γ′′J ′′γ′J ′

(−1)J
′′+J ′+1

 J ′′ 1 J ′

J 1 J

 〈γJ ||D||γ′′J ′′〉〈γ′′J ′′||T ||γ′J ′〉〈γ′J ′||D||γJ〉
×
[

1

(EγJ − Eγ′′J ′′ + ω) (EγJ − Eγ′J ′ + ω)
+

1

(EγJ − Eγ′′J ′′ − ω) (EγJ − Eγ′J ′ − ω)

]
.

The contribution from the bottom term is given by

B(ω) = [T (ω)]∗ .

And the contribution from the normalization term is given by

N(ω) =
1

2

〈γJ ||T ||γJ〉
(2J + 1)

∑
γ′J ′

(−1)J−J
′
〈γJ ||D||γ′J ′〉〈γ′J ′||D||γJ〉

×

[
1

(EγJ − Eγ′J ′ + ω)2 +
1

(EγJ − Eγ′J ′ − ω)2

]
.

For the 133Cs ground state, the nuclear and electronic angular momenta are given

by I = 7/2 and J = 1/2, respectively. The state with F = I−J = 3 (F = I+J = 4)

is known to be the lower (upper) level of the hyperfine doublet. These values may be

used to reduce the prefactor of Eq. (4.2), giving

α
S,(3)
F=3(ω) = − 3√

6
gIµN [T (ω) + C(ω) +B(ω) +N(ω)] ,

α
S,(3)
F=4(ω) =

7

3
√

6
gIµN [T (ω) + C(ω) +B(ω) +N(ω)] . (4.3)

The nuclear gyromagnetic ratio gI for 133Cs is found from Table 2.1 to be gI = 0.7380.

At room temperature, the characteristic photon frequency of the blackbody spec-
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trum is much lower than the allowed electric dipole transition frequencies of the 133Cs

atom; as a consequence, the overall BBR shift may be accurately described in terms

of the static scalar polarizability. The static scalar polarizability is obtained from the

taking ω = 0 in the above expressions. With this in mind, the following association

will be made for the remainder of this chapter: T = T (ω)|ω=0 and similar for C and

N . Furthermore T will be assumed real from this point (i.e., B = T ).2

For an independent-particle model (i.e., the wavefunctions are represented by

Slater determinants; see Appendix E), T , C, and N may be cast in terms of single

2If this assumption seems to brash, one may simply make the association T = Re [T (ω)]|ω=0.
For the numerical evaluation T will be real.



47

particle matrix elements and energies as3

T =
1

(2jv + 1)

∑
kl 6=v

(−1)jv−jl+1 〈v||t||k〉〈k||r||l〉〈l||r||v〉
(εv − εk) (εv − εl)

δκkκv ,

C =
∑
kl 6=v

(−1)jk+jl+1

 jk 1 jl

jv 1 jv

 〈v||r||k〉〈k||t||l〉〈l||r||v〉(εv − εk) (εv − εl)
,

N =
〈v||t||v〉
(2jv + 1)

( ∑
k∈ core

−
∑
k∈ virt

)
(−1)jv−jk

〈v||r||k〉〈k||r||v〉
(εv − εk)2 , (4.4)

where v, k, and l label single-particle orbitals with v in particular denoting the valence

orbital . The summations over k and l include all orbitals (core and virtual) with the

exception of v. With each orbital taken to be a Dirac spinor in the form of Eq. (E.16),

the labels then specify the quantum numbers (n, κ) of the spinor. Specifically, the

valence electron for the Cs ground state is |v〉 = |6s1/2〉. The reduced matrix elements

〈i||r||j〉 and 〈i||t||j〉 appearing in these equations are the single-particle reduced ma-

trix elements for the electric dipole and (electronic) hyperfine interaction operators.

Expressions for these reduced matrix elements between Dirac spinors are given in

Section E.10 of the Appendix. Selection rules impose the following limitations on

3The independent-particle model T , C, and N here actually redistribute the contributions from
core-excited intermediate states. For example, the following two summations represent core-excited
terms contributing to the center term and bottom term, respectively:∑

as

〈a||r||s〉〈v||t||a〉〈s||r||v〉
(εs − εa) (εv − εs)

,
∑
as

〈a||r||s〉〈s||r||v〉〈v||t||a〉
(εs − εa) (εa − εv)

,

where the summation over a is limited to core orbitals and the summation over s is limited to virtual
orbitals. With some basic algebraic tricks, these two terms taken together may be written∑

as

〈v||t||a〉〈a||r||s〉〈s||r||v〉
(εv − εa) (εv − εs)

.

This term is then associated with the top term in the independent-particle expressions. Although
these core-excited effects are redistributed, the sum (2T+C+N) still contains all such contributions.
Furthermore, as contributions from core-excited intermediate states are highly suppressed, the T ,
C, and N should not be altered significantly by this redistribution.
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the angular symmetries of the intermediate states: s1/2 for |k〉, p1/2,3/2 for |l〉 in the

top term, p1/2,3/2 for both |k〉 and |l〉 in the center term, and p1/2,3/2 for |k〉 in the

normalization term.

The third order polarizabilities α
S,(3)
F=3,4(0) provide the underlying description of

the atomic response to the blackbody radiation. In the context of the BBR clock

shift, however, results are conventionally presented in terms of the BBR coefficient β

and/or the scalar Stark coefficient ks to be discussed below.

The electromagnetic energy density inside a box with perfectly conductive walls

is given by u = α3π2T 4
env/15, where α is the fine structure constant and Tenv is the

temperature. This may be related to the (time-averaged) energy density of a plane

electromagnetic wave, u = E2/8π, to obtain a characteristic electric field amplitude

for the blackbody radiation of E2 = 8α3π3T 4
env/15.4 Employing Eq. (3.24), the relative

BBR clock shift is then seen to be

δνBBR

ν
= −α

3π2T 4
env

15ν

[
α

S,(3)
F=4(0)− αS,(3)

F=3(0)
]
.

This relative shift may be parameterized in terms of the dimensionless BBR coefficient

β,

δνBBR

ν
= β

(
Tenv

T0

)4

, (4.5)

with the reference temperature of T0 = 300 K = 9.500× 10−4 a.u.5 By comparison of

4Itano et al. [29] choose to work with the (root)-mean-squared field, E2
rms = 4α3π3T 4

env/15. The
factor of two difference is accounted for by their choice to use the static Stark equation δEFM =
(E2/2)αS

F (0) (here E being the magnitude of the static electric field) as opposed to the ac Stark
equation δEFM = (E/2)2αS

F (0) (here E being the amplitude of the ac electric field with ω → 0).

5In their seminal paper on the BBR clock shift, Itano et al. also gave consideration to the effects
of the frequency distribution of the BBR spectrum. It was determined therein that the frequency-
dependence of the polarizability could be accounted for by including the small corrective factor ε in
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the two previous expressions, one may easily deduce the relation for β,

β =
4

15

(απ)3T 4
0

ν
ks, ks = − 1

4π

[
α

S,(3)
F=4(0)− αS,(3)

F=3(0)
]
, (4.6)

where ks introduced here is the scalar Stark coefficient (ks is dimensionally the same as

αS
F (ω)—namely, energy divided by electric field squared). Results below will be given

both in terms of β and ks; it should be noted that these two quantities are related

by a simple constant factor. For 133Cs, with ν = 9.193× 109 Hz = 2.224× 10−7 a.u.,

the conversion factor is ks/β = 8.495 × 1010 a.u. = 1.327 × 104 Hz/(V/m)2. From

Eqs. (4.3, 4.6) it is found that the scalar Stark coefficient for 133Cs may be written

ks = − 4

π3
√

6
gIµN (2T + C +N) .

4.3 Results and Discussion

To obtain an initial approximation of ks, Eqs. (4.4) were solved within the V N−1

DHF approximation (Appendix E) using a finite basis set built from B-spline functions

(Appendix F). The B-spline set consisted of 70 B-splines of order 7 having a maximum

extent of Rcav = 220 a.u. As discussed in Appendix F, the finite extent of the B-

splines may be associated with an infinite potential wall at r = Rcav (in common

terminology, the atom is constrained to a cavity of radius Rcav). The large choice

of Rcav here ensures that the lowest energy states of the atom are unperturbed by

the presence of the cavity wall. In particular, the lowest 12 eigenstates for each

Eq. (4.5),
δνBBR

ν
= β

(
Tenv

T0

)4
[

1 + ε

(
Tenv

T0

)2
]
,

For 133Cs, ε was determined to be 1.4× 10−2.
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κ are found to produce energies and matrix elements which are in close numerical

agreement with data from a finite-difference DHF code (i.e., DHF solutions for no

cavity). As a consequence, the low-energy DHF states obtained from the finite basis

set method may be given a one-to-one correspondence with true physical states of the

unconstrained atom. The higher-energy states of the finite basis spectrum may then

successfully account for the remaining innumerable (bound and continuous) spectrum

in the summations of Eqs. (4.4), as described in Appendix F.

Numerical evaluation of ks—that is, Eqs. (4.4)—in the DHF approximation pro-

duces the result

kDHF
s = −2.799× 10−10 Hz/(V/m)2.

The fractional contributions of the individual terms are
(

2T
2T+C+R

)DHF
= 0.418,(

C
2T+C+R

)DHF
= 0.003, and

(
R

2T+C+R

)DHF
= 0.580. It is clear that the top (bottom)

and normalization terms dominate over the center term. The bulk (99.8%) of the

normalization term is accumulated due to the principal 6s1/2− 6p1/2,3/2 transitions in

the summation. For the top term, the saturation of the summation is not as rapid, but

still the dominant contributions come from the lowest-energy excitations. Limiting

the summations to the first four excited states for each κ recovers only 68% of the

total value for the top term. Additionally, core-excited states contribute only 0.1%

to the final value.

The above observations determine the strategy for more accurate calculations. The

entire set of atomic states are grouped into “main” low-lying-energy states (principal

quantum numbers n ≤ 12) and remaining “tail” states. The contributions from the

“main” states are accounted for by using high-accuracy experimental and ab initio

values. The contributions from the “tail” states are obtained by using either the DHF

values or a mixed approach.

First, the high-accuracy data used in the calculations will be described. Namely,
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dipole and hyperfine matrix elements and energies are needed. Experimental values

for the dipole matrix elements for the following six transitions were taken from the

literature (see compilations in Refs. [68, 54]): 6s1/2−6p1/2,3/2, 7s1/2−6p1/2,3/2, 7s1/2−

7p1/2,3/2. Crucial to the accuracy of the present analysis were the matrix elements

for the principal 6s1/2− 6p1/2,3/2 transitions. For 〈6s1/2||D||6p3/2〉, a 0.005%-accurate

value from Ref. [1] was used.6 The value for 〈6s1/2||D||6p1/2〉 was obtained by combin-

ing the above 6s1/2−6p3/2 matrix element and a 0.03%-accurate measured ratio [61] of

these matrix elements. These six experimental matrix elements were supplemented

by 92 values (ns1/2 − n′p1/2,3/2 values for n, n′ = 6 − 12 ) from high-accuracy ab

initio calculations based on the relativistic linearized coupled-cluster singles-doubles

(LCCSD) method. The underlying formalism, implementation, and results for alkali

atoms are described in Ref. [68]. For dipole matrix elements the accuracy of the ab

initio LCCSD method is a few 0.1%.

As to the high-accuracy values of the matrix elements of the hyperfine coupling,

the diagonal matrix elements of the T tensor are directly related to the conventional

hyperfine constants: Ahfs = gIµN/jv [(2jv)/(2jv + 1)/(2jv + 2)]1/2 〈v||T ||v〉. For the

“main” n = 6 − 12 states, hyperfine constants were borrowed from the compilation

of Ref. [3]. Off-diagonal matrix elements between the s-states were evaluated using

the geometric-mean formula

∣∣∣〈ns1/2 ‖T ‖n′s1/2

〉∣∣∣ =
∣∣∣〈ns1/2 ‖T ‖ns1/2〉〈n′s1/2 ‖T ‖n′s1/2〉

∣∣∣1/2.
This expression has been shown to hold to about 10−3 in Ref. [22] (radiative cor-

6In the form 〈6s1/2||D||6p3/2〉, the states |6s1/2〉 and |6p3/2〉 represent the true many-body states
in which there is no core-excitation. The corresponding single-particle matrix elements are simply
〈6s1/2|| − r||6p3/2〉.



52

rections would start to play a role at a few 0.1% as well). If the principal quantum

number 6 ≤ n ≤ 12 in the above expression, then the experimental value is used

for its corresponding diagonal element on the right-hand side of the equality. If also

6 ≤ n′ ≤ 12, then the appropriate experimental value is also used for the correspond-

ing diagonal element on the right-hand side, otherwise the DHF value is taken. (n

and n′ can be obviously interchanged in this prescription.) This mixed approach has

allowed a uniform improvement in the accuracy of the calculations. Indeed, in the

numerically important top term, the hyperfine matrix elements come in the com-

bination 〈ns1/2 ‖T ‖ 6s1/2〉. As n grows, the correlations become less important, so

the dominant correlation correction comes from the 6s1/2 state. Using the described

mixed approach accounts for these dominant correlations. The geometric-mean for-

mula holds only for the s states. For the off-diagonal matrix elements between vari-

ous combinations of 6p1/2,3/2 and np1/2,3/2 (n = 6− 9) states, an augmented LCCSD

method was employed which incorporates a perturbative treatment of the valence

triple excitations (LCCSDpvT method) [68]. The accuracy of these matrix elements

is a few percent. As these matrix elements enter the relatively small center term, the

effect on the overall theoretical error is negligible.

Finally, experimental energy values from the NIST tabulation [55] were used for

states with principal quantum number n = 6− 12; DHF values were used otherwise.

With this described set, the scalar Stark coefficient and BBR coefficient were

evaluated to be

ks = −(2.271± 0.008)× 10−10 Hz/(V/m)2 ,

β = −(1.710± 0.006)× 10−14 . (4.7)

The fractional contributions of the individual terms are 2T
2T+C+R

= 0.442, C
2T+C+R

=
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−0.002, and R
2T+C+R

= 0.560. When comparing with the DHF values, the most

substantial modification due to correlations is in the center term, which changes the

sign. Fortunately, this term is relatively small, and this extreme change does not

substantially affect the final result.

The overall uncertainty of the results was determined from the uncertainties of

the individual matrix elements and energy values used in the computation. Standard

uncertainty analysis was done throughout all mathematical operations. For energy

values taken from NIST, the uncertainty is assumed negligible. For all other experi-

mental values, the reported uncertainty is used. The ab initio matrix elements (DHF,

LCCSD, or LCCSDpvT) were assigned an assumed uncertainty. These assumed un-

certainties were based on comparison between calculated and high-accuracy experi-

mental values. This resulted in a relative uncertainty for both the scalar Stark coeffi-

cient and the BBR shift of 0.35%. Several consistency checks were also performed—

e.g., replacing experimental matrix elements and energies by ab initio LCCSD values

or replacing the DHF values for states with n = 13 − 27 with the LCCSD values.

The final result was stable to such modifications within the stated uncertainty in

Eq. (4.7). These tests provide additional confidence with respect to the method of

uncertainty analysis. It is also worth noting that the present calculation does not

include radiative corrections which may contribute at the level of a few 0.1% (some

radiative corrections—e.g., vacuum polarization—are absorbed into the final value

here already as experimental hyperfine constants were used).

A comparison with recent theoretical and experimental work is presented in Ta-

ble 4.3 and Figure 4.1. While agreeing with the most accurate measurement by

Simon et al. [74], the present results are in substantial disagreement with the calcu-

lations of Refs. [54, 82]. The principal differences between the present work and those

calculations are: (i) more sophisticated treatment of correlations, and (ii) rigorous
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Table 4.1: Values of the scalar Stark coefficient ks for 133Cs reported by various groups
in units of 10−10 Hz/(V/m)2. Letters (a)—(e) correspond to the values in Figure 4.1.

Approach ks

[
10−10 Hz/(V/m)2] References

theory −1.97± 0.09 Ref. [54], (c)
theory −2.06± 0.01 Ref. [82], (e)
theory −2.28 Ref. [58], (b)
expt. −2.05± 0.04 Ref. [27], (d)
expt. −2.271±0.004 Ref. [74], (a)
theory −2.271±0.008 present

summation over the complete set of intermediate states in perturbative expressions.

As discussed above, the method here employed the numerically complete basis-set ap-

proach which approximates Rydberg states and the continuum with a quasi-spectrum.

To illuminate the importance of these contributions, the summations were truncated

at n = 12. The resulting value deviates from the final ks result by 7%. The fact that

continuum needs to be included is hardly surprising, as, for example, about 20% of

the textbook polarizability of the ground state of the hydrogen atom comes from the

continuum states. Calculations of Ref. [58] include the continuum via a Green’s func-

tion technique and the result given therein is in agreement with the value obtained

here.

To conclude, reported here are the results of a relativistic many-body calculation

of the BBR shift, one of the leading systematic corrections in the 133Cs frequency

standard and a subject of recent controversy. The 0.35%-accurate result presented

here re-validates high-precision Stark shift measurements of Ref. [74]. This work also

clarifies the origin of the reported discrepancy between that measurement and recent

calculations of Refs. [54, 82].
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Figure 4.1: (Color online) Values of the scalar Stark coefficient ks for 133Cs reported
by various groups. Red diamonds mark experimental values and blue squares mark
theoretical values. References for (a)—(e) are given in Table 4.3. Value (f) is from
Ref. [2]; this value was published at the same time as the present value in consecutive
Physical Review Letters. The values are given from top-down in chronological order
(1998—present).
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Chapter 5

Micromagic Clock: Microwave

Clock Based on Atoms in an

Engineered Optical Lattice

5.1 Introduction

Recently, it has been realized that the accuracy and stability of atomic clocks can be

substantially improved by trapping atoms in a standing wave of laser light (optical

lattices) operated at a certain “magic” wavelength [37, 84]. The laser wavelength

is tuned so that the differential light perturbations of the two clock levels vanishes

exactly. In other words, while remaining confined (this eliminates the Doppler and

recoil shifts), the atoms behave spectroscopically as if they were in a vacuum. Millions

of atoms can be trapped and interrogated simultaneously, vastly improving stability

of the clock. Such setup was experimentally realized [79, 40, 45] for optical frequency

clock transitions in divalent atoms yielding accuracies competitive to the fountain

clocks [45]. However, because these lattice clocks operate at an optical frequency, to
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relate to the definition of the second, they require state of the art frequency combs

to bridge the optical frequency to the microwave counters.

Here the fruitful ideas of the optical lattice clocks are extended to microwave

frequencies. A new class of atomic microwave clocks based on hyperfine transitions

in the ground state of Al or Ga atoms trapped in optical lattices is proposed. This

work includes the determination of magic wavelengths as well as an analysis of various

systematic effects. Compared to a large chamber of the fountain clock, the atoms are

confined to a tiny volume offering improved control over systematic errors. A relative

compactness of the clockwork could benefit spacecraft applications such as navigation

systems and precision tests of fundamental theories.

5.2 Problem Set-Up

The following experimental set-up is envisioned: a sample of atoms with J = 1/2 are

trapped in a 1D optical lattice formed by counter-propagating laser beams of linear

polarization and angular frequency ω. With the choice of linear polarization (A = 0),

it is seen from Eq. (3.22) that the energy shift associated with the axial polarizability

vanishes to all orders. With Eq. (3.24), the clock shift is then given by

δν(ω) = − 1

2π

(
E
2

)2
{[
αS
F ′(ω)− αS

F (ω)
]

+

(
3cos2θp − 1

2

)[
3M ′2 − F ′(F ′ + 1)

F ′(2F ′ − 1)
αT
F ′(ω)− 3M2 − F (F + 1)

F (2F − 1)
αT
F (ω)

]}
, (5.1)

where FM (F ′M ′) again labels the lower (upper) hyperfine clock level and, for linear

polarization, the parameter θp represents the angle between the (real) polarization

vector ε̂ and the quantization axis êz (note that for the experimental set-up the

quantizing magnetic field B defines the z-axis). To minimize the effects of residual
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circular polarization, the further choice M ′ = M = 0 is advantageous. The “magic”

frequencies ω∗ (or magic wavelengths λ∗ = c/2πω∗) satisfy the condition δν(ω∗) = 0,

indicating a vanishing shift to the clock frequency.

Again, the problem begins with a consideration of the second order polarizabilities.

As determined in the previous chapter, the second order scalar polarizability does not

depend on the F quantum number (see Eq. (4.1)), and so it cannot contribute to any

relative shift between the hyperfine levels. Furthermore, as mentioned in the previous

paragraph, with the assumption of linear polarization the axial polarizability does

not contribute in any order. This leaves just the second order tensor polarizability

to consider. However, as the underlying operator describing the second order tensor

polarizability has the character of a rank-2 tensor operator acting only within the

electronic subspace, it must subsequently have a null effect when operating within

the J = 1/2 model space. This result is evident from the selection rule K ≤ 2J

associated with the second six-j symbol of Eq. (3.11). Thus for linear polarization, it

is concluded that in the second order there is no relative shift between the two levels

of a J = 1/2 hyperfine manifold.1

And so it is once again necessary to proceed to evaluation of the third order effects.

For a better qualitative understanding of this problem, it will be useful to consider

the relationship between the respective third order scalar and tensor polarizabilities

for each of the two hyperfine levels. In the previous chapter it was found that the

F -dependence of the scalar polarizability can be factored out of the perturbation

expressions; this is exemplified in Eq. (4.2), in which the entire F -dependence is

1The specification of linear polarization can be relaxed in this statement, for if cosθk = k̂ · êz = 0
or M ′ = M = 0, then the contribution from the axial polarizability is also seen to vanish in all
orders.
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subsumed by the product of a phase factor and a six-j symbol,

(−1)I+J+F

 I J F

J I 1

 .

For the axial and tensor polarizabilities, a general factorization such as this is not

possible. However, the current application is limited to J = 1/2 atomic states and

linear polarization, and so it pays to consider these specifications.

Returning to the expression for the reduced polarizability of the top term, Eq. (3.17),

the F -dependence is noted to be

∑
J ′′J ′

(−1)J+J ′′

 I I 1

J J ′′ F


 K J ′′ J

I F F


 K J ′′ J

J ′ 1 1


∑
γ′′γ′

(. . . ) ,

where (. . . ) indicates the remainder of the expression which depends on J , J ′′, and J ′

but not F (note that there is also a factor (2F + 1) preceding the summation; this is

common to all terms and may be neglected for the current purposes). For the specific

case of J = 1/2 and K = 2, the triangular selection rules for the six-j symbols only

allow J ′′ = 3/2, and so the above expression may be written

 I I 1

1
2

3
2

F


 2 3

2
1
2

I F F


∑
J ′′J ′

δJ ′′ 3
2

 2 3
2

1
2

J ′ 1 1


∑
γ′′γ′

(. . . ) .

Note that the F -dependence has been factored outside of the summations here. Sim-

ilarly, the F -dependence of the center term, Eq. (3.18), can be factored out for the
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special case of J = 1/2 and K = 2,2

(−1)I−
1
2
−F+1

∑
J ′′J ′



− I F 1
2

1 − 2 1

J ′ 1 − J ′′

1
2

I F −


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The F -dependence here is identical to the F -dependence of the top term. Further-

more, for J = 1/2 and K = 2 the normalization term, Eq. (3.20), vanishes due to the

triangular selection rule K ≤ 2J associated with one of the six-j symbols. Thus it is

concluded that for J = 1/2 the F -dependence may be factored out of the third order

tensor polarizability just as it may for the third order scalar polarizability.

Another way of stating the conclusion of the preceding paragraph is that, for

J = 1/2, the third order tensor polarizabilities for the two (F = I − 1/2 and F =

I+1/2) hyperfine states are proportional. With the reduction of the six-j symbols, the

2This result is by no means obvious. It follows from Eq. (10.13.35) and Eq. (10.9.9) of Ref. [83].
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following ratios may be obtained for the third order scalar and tensor polarizabilities3

α
S,(3)

F=I− 1
2

(ω)

α
S,(3)

F=I+ 1
2

(ω)
= − (I + 1)

I
,

α
T,(3)

F=I− 1
2

(ω)

α
T,(3)

F=I+ 1
2

(ω)
= − (I − 1)(2I − 1)

I(2I + 1)
. (5.2)

The realization that the respective third order scalar and tensor polarizabilities are

proportional for the two hyperfine levels has important implications for the likelihood

of finding magic wavelengths in particular atomic systems. Due to this proportionality

property, δν(ω) may be written in terms of the third order polarizabilities for the

F = I + 1/2 state alone.4 For example, consider the expression for δν(ω), Eq. (5.1),

for the specific case of B ‖ ε̂ and M ′ = M = 0; with this particular choice of

parameters δν(ω) is found to be

δν(ω) = − 1

2π

(
E
2

)2

(±1)
(2I + 1)

I

{
α

S,(3)

F=I+ 1
2

(ω)− 1

2
α

T,(3)

F=I+ 1
2

(ω)

}
,

where the top (bottom) sign applies if the F + 1/2 state is the upper (lower) level of

the hyperfine manifold. Clearly the scalar and tensor contributions must be of same

order of magnitude in order to satisfy the magic condition δν(ω∗) = 0. This is a

general qualitative statement that applies to other geometries as well. Below, certain

atomic systems will be shown to have a favorable ground state structure which allows

3It can also be shown that for J = 1/2 the F -dependence may be factored out of third order
axial polarizability and the following ratio holds as well:

α
a,(3)

F=I− 1
2
(ω)

α
a,(3)

F=I+ 1
2
(ω)

=
(I + 1)(2I − 1)
I(2I + 1)

.

4One might choose to alternatively express δν(ω) in terms of the third order polarizabilities for
the F = I − 1/2 state alone; however, from Eqs. (5.2) it is evident that for I < 3/2 the tensor
polarizability for the F = I − 1/2 state is necessarily zero and the alternative expression would not
be possible.
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Table 5.1: Comparison of the theoretical and experimental [67] ac frequency shifts
for the clock transition in Cs. IL is the laser intensity.

δνL/IL [Hz/(mW/cm2)]

λ [nm] ω [a.u.] Theor. Expt.
780 0.0584 −1.95× 10−2 −2.27(40)× 10−2

532 0.0856 −3.73× 10−4 −3.51(70)× 10−4

for the necessary cancellation between scalar and tensor contributions.

5.3 Results and Discussion

In a similar fashion to the determination of the BBR shift in 133Cs (Chapter 4), the

numerical evaluation of the third-order polarizabilities began with the V N−1 DHF

approximation solved from a B-spline basis set. From there, correlation effects were

treated by means of the correlation potential method [23] which provides the set of

Brueckner orbitals. Furthermore, the evaluation of matrix elements included addi-

tional corrections by means of the random phase approximation (RPA). The theo-

retical procedure used to obtain numerical values of the third order polarizabilities is

discussed more extensively in Ref. [67].

First, results for the metrologically important 133Cs atom are discussed. The

calculated differential polarizability for the cesium clock transition is presented in

Fig. 5.1 as a function of laser frequency. The two peaks correspond to the 6s − 6p

and 6s − 7p resonances. The graph never crosses zero, which implies an absence of

magic wavelengths. Experimental results for two laser wavelengths are also shown.

Calculated and experimental relative frequency shifts are compared in Table 5.1 and

found to be in agreement with each other, providing additional confidence in the

theoretical analysis.
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Figure 5.1: (Color online) Differential polarizability δα(ω) ≡ αF=4,M=0(ω) −
αF=3,M=0(ω) of the Cs clock transition in the B ‖ k̂ configuration as a function
of the laser frequency. Two experimental measurements at 780 nm (ω = 0.0584 a.u.)
and 532 nm (ω = 0.0856 a.u.) are compared with theoretical predictions (solid curve).
Part (a) provides an expansive view, whereas part (b) provides better graphical res-
olution in the neighborhood of the 532 nm experimental point.
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The above result is in contrast to the findings of Ref. [85], in which a multitude

of magic wavelengths were identified for 133Cs. The findings of that work, however,

are erroneous as the analysis was limited to only the second order (in limiting the

analysis to the second order, one should actually conclude that all wavelengths are

magic). A more critical discussion of these results may be found in Ref. [67].

Qualitatively speaking, the tensor contribution for Cs is much smaller than the

scalar contribution and this leads to unfavorable conditions for the necessary cancel-

lation.5 The situation is expected to be similar for other atomic systems with an s1/2

valence electron (e.g., alkali-metal atoms). On the other hand, atomic systems with

a p1/2 valence electron may have “enhanced” tensor contributions and consequently

have better potential to realize the magic condition. The advantage of the p1/2 state

comes from the fact it is part of a fine-structure manifold: there is a nearby p3/2 state

separated by a relatively small energy interval determined by the relativistic correc-

tions to the atomic structure. The hyperfine interaction between the states of the

same fine-structure manifold is amplified due to small energy denominators entering

top and bottom terms of the third order polarizabilities. This amplification occurs

only for the tensor contribution: for the scalar contribution the intermediate state

must be of the of p1/2 symmetry, whereas for the tensor contribution the intermediate

state must be of the (strongly coupled) p3/2 symmetry.

This qualitative discussion is illustrated with numerical examples for the group

III atoms, starting with aluminum (Z = 13). The clock transition is between the

hyperfine structure levels F = 3 and F = 2 in the ground 3p1/2 state of 27Al isotope

(I = 5/2). The clock frequency has been measured to be 1.50614(5) GHz [42], placing

5An alternative approach, as outlined in Ref. [25], is to allow Acosθk 6= 0 and use non-zero M -
states. With this approach, the axial polarizability contributes in the second order and may be used
to cancel the dominant third order scalar contribution.
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it in the microwave region. The clock frequency is six times smaller than that for Cs;

this leads to a decreased stability of the Al clock. At the same time, the interrogation

times in lattices may be substantially longer than in a fountain, improving the sta-

bility. Moreover, realizing a clock in an optical lattice is an important step towards

harnessing a vast improvement in sensitivity offered by massive entanglement [14]

(as in quantum information processing). Should such a massive entanglement be

attained, the stability of the µMagic clock would greatly improve.

The µMagic clock requires ultracold atoms. Cooling Al has already been demon-

strated [51] with the goal of atomic nanofabrication. The laser cooling was carried out

on the closed 3p3/2 − 3d5/2 transition with the recoil limit of 7.5 µK. Once trapped,

the atoms can be readily transferred from the metastable 3p3/2 cooling state to the

ground (clock) state. Lattice-trapped Al was also considered for quantum information

processing [63].

The polarizabilities were computed for two experimental geometries, B ‖ k̂ (or

more generally, B ⊥ ε̂) and B ‖ ε̂, and three magic frequencies were identified,

B ‖ k̂ : λ∗ = 390 nm, αS,(2) (ω∗) = −211 a.u.,

λ∗ = 338 nm, αS,(2) (ω∗) = +142 a.u.,

B ‖ ε̂ : λ∗ = 400 nm, αS,(2) (ω∗) = +401 a.u.

The first and third magic wavelengths presented here are blue- and red-detuned from

the 3p1/2− 4s1/2 transition at 394.5 nm, respectively, whereas the second one may be

regarded as red-detuned from the 3p1/2 − 3d3/2 transition at 308.3 nm. Existence of

the magic wavelengths could be verified by measuring the clock shifts in an atomic

beam illuminated by lasers tuned somewhat below/above ω∗ (i.e., by “bracketing”),

as in Ref. [67]; clock shifts would have opposite signs for the two frequencies of the
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lasers.

The third-order Stark shifts of the clock levels as a function of ω are shown in

Fig. 5.2(a). At the magic wavelength the Stark shifts are identical and the clock

transition is unperturbed. The cancellation between scalar and tensor contributions

to the clock shift is illustrated in Fig. 5.2(b).

The values of polarizability αS,(2) (ω∗) determine the depths of the optical poten-

tials. In general, a laser of intensity 10 kW/cm2 would be able to hold atoms of

temperature 10 µK. The atoms are trapped in the intensity minima of the standing

wave for αS,(2) (ω∗) < 0 and in the maxima otherwise. Both cases are realized de-

pending on the geometry. For the blue-detuned case, one could use hollow beams to

confine atoms in the radial direction.

As discussed in Chapters 1 and 4, the factor currently limiting the accuracy of

the neutral-atom clocks is the blackbody radiation. The BBR coefficient for 27Al

was found to be β (27Al) = −8.7 × 10−16, which is about 20 times smaller than the

coefficient for the Cs standard. Moreover, a typical inhomogeneity of 0.1 K results

in an estimate of the fractional accuracy at 10−18. The entire experimental chamber

could be cooled down cryogenically, reducing the uncertainty even further; here the

small volume of the chamber offers an advantage over the fountains [45].

While the choice of the M = 0 substates eliminates the first-order Zeeman shift,

sensitivity to the magnetic field comes through in the second-order Zeeman shift due

to mixing of different hyperfine components by B. The relative shift may be approx-

imated with the formulae of Appendix G, in which the following general expression
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Figure 5.2: (Color online) (a) Third-order polarizabilities α
(3)
F=3,M=0(ω) (dashed line)

and α
(3)
F=2,M=0(ω) (solid line) for the Al µMagic clock levels in the B ‖ k̂ geometry

as a function of the lattice laser frequency. The polarizabilities are identical at the
magic frequencies (red circles) above the 3p1/2−4s1/2 resonance (vertical dotted line).
(b) Differential polarizability δα(ω) ≡ αF=3,M=0(ω) − αF=2,M=0(ω) for the Al clock

in the B ‖ k̂ geometry as a function of the lattice laser frequency. Dotted line:
scalar contribution; dashed line: tensor contribution; solid line: total differential
polarizability. The differential polarizability vanishes at the magic frequencies.
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may be obtained6

δνZee,(2)

ν
' 2

(2πν)2

∣∣∣〈F =I+ 1
2
,M=0|VZee|F =I− 1

2
,M=0〉

∣∣∣2 ' 1

2
g2
J

(
µBB

2πν

)2

.

For 2P1/2 states in non-relativistic limit gJ = 2/3 and one may find δνZee/ν '

1.9 × 10−7B2, where B is taken in Gauss. This issue of the second order Zee-

man shift is similar to that in the fountain clocks (Cs, Rb,...), where specific efforts

to map the magnetic field over the flight zone are made. However, since in the lattice

the atoms are confined to a tiny volume, one could control/shield the magnetic fields

to a better degree than in the fountain clocks.

So far it has been assumed that the light is linearly polarized. In practice there

is always a small degree of circular polarization A present. The residual circular

component leads to an undesired clock shift through the axial polarizability αa
F (ω).

This effect is equivalent to a “pseudo-magnetic” field along k̂. For the p1/2 clock levels

αa
F (ω) arises already in the second order; it is found to be in the order of 100 a.u. For

the M = 0 levels the relevant clock shift is zero in the first order in αa
F (ω). However,

the shift could appear in the second order in Aαa
F (ω) since the vector term mixes

different hyperfine components. For a typical residual circular polarization A ∼ 10−5

and a misalignment angle of 10−2, the fractional frequency shift is just 10−21.

Atoms of Al are bosons and the collisional clock shifts may become of issue, as

in the fountain clocks [60, 76]. The advantage of the lattice clocks over the fountain

clocks is that one could fill the lattice with no more than one atom per site, strongly

suppressing the interatomic interactions and the associated shifts.

6This is general to within the assumptions that M ′ = M = 0 and J = 1/2, which further implies
that I necessarily has a half-integer value.
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Scattering of the lattice laser photons leads to heating and reduces the interroga-

tion time. At 10 kW/cm2 the heating rate is in the order of 10−2 sec−1. Heating can

be suppressed by using the blue-detuned magic wavelength for which the atoms are

trapped at the intensity minima. This also reduces effects of hyperpolarizability on

the clock shift and multi-photon ionization rates.

A similar analysis was also carried out for the isotopes 69,71Ga (I = 3/2), also part

of the same group III of the periodic table as Al. Cooling of this atom is pursued in

atomic nanofabrication [64, 16]. The clock transition is between the hyperfine struc-

ture components F = 1 and F = 2 of the 4p1/2 ground state and has been measured to

be 2.6779875(10) GHz and 3.4026946(13) GHz for 69Ga and 71Ga, respectively [46].

In contrast to Al, only a single magic wavelength was identified at 450 nm in the

B ‖ ε̂ geometry. This is red-detuned from the 4p1/2 − 5s1/2 transition frequency of

403.4 nm. For this magic wavelength αS,(2) (ω∗) = 94 a.u.; furthermore the very small

BBR coefficient β (69,71Ga) = −6.63 × 10−17 was also obtained. Magic wavelengths

were not found for other group III atoms.

To summarize, a class of microwave lattice clocks (µMagic clocks) based on Al

and Ga atoms has been proposed. Calculations reveal magic wavelengths for these

clocks in which the laser-induced differential Stark shift vanishes. This is a result of

canceling scalar and tensor contributions to the relative ac Stark shift. The tensor

polarizability in the p1/2 electron state is enhanced due to the mixing of p1/2 and p3/2

states by the hyperfine interaction. A similar mechanism for the magic wavelengths

may work in microwave hyperfine transitions in other atoms which have fine-structure

multiplets in the ground state. In atoms with the valence electron in the s1/2 state (Cs,

Rb, ...) magic wavelengths are absent (for M = 0 clock states or linear polarization).

The present proposal reveals a potential for developing a new compact atomic clock

operating in the microwave domain.
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Chapter 6

Conclusion

This dissertation included presentations of a high-accuracy calculation of the black-

body radiation shift in the 133Cs primary frequency standard as well as a proposal

for a new class of microwave atomic clocks based on atoms in an engineered optical

lattice (µMagic clocks), with particular focus on 27Al and 69,71Ga atoms.

From a theoretical standpoint, both of these problems are rooted in the theory

of the ac Stark effect on the hyperfine structure of atomic systems. To describe this

effect, a consistent and general formalism based on Floquet perturbation theory for a

temporally-periodic perturbation was developed. This formalism treats the hyperfine

and ac electric field interactions perturbatively on equal footing. Explicit expressions

were given for the energy shifts (i) zeroth order in the hyperfine interaction and second

order in the electric field interaction and (ii) first order in the hyperfine interaction

and second order in the electric field interaction. These are the leading two orders

describing relative shifts between hyperfine energy levels due to the presence of the

ac electric field, and likewise, the shifts to the (microwave) atomic clock frequency.

These effects were parameterized by the second and third order polarizabilities, re-

spectively, these being strictly properties of the particular atom (or, more specifically,
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the particular atomic isotope).

Relativistic atomic many-body theory was implemented into this theory of the ac

Stark effect to, firstly, perform a high-accuracy calculation of the BBR shift in the

133Cs primary frequency standard. This BBR shift is one of the leading systematic

corrections in the 133Cs frequency standard and a subject of recent controversy. The

resulting 0.35%-accurate value re-validates high-precision Stark shift measurements

of Ref. [74]. Moreover, the origin of the discrepancy between that measurement and

recent calculations of Refs. [54, 82] was identified.

Additionally, a class of microwave lattice clocks (µMagic clocks) based on Al and

Ga atoms was also proposed. Relativistic atomic many-body calculations revealed

magic wavelengths for these clocks in which the laser-induced differential ac Stark

shift vanishes. This is a result of canceling scalar and tensor contributions to the

relative ac Stark shift. The tensor polarizability in the p1/2 electron state is enhanced

due to the mixing of p1/2 and p3/2 states by the hyperfine interaction. A similar

mechanism for the magic wavelengths may work in microwave hyperfine transitions

in other atoms which have fine-structure multiplets in the ground state. On the

other hand, atoms with the valence electron in the s1/2 state (e.g., Cs) lack magic

wavelengths (for M = 0 clock states or linear polarization). This proposal reveals

a potential for developing a new compact atomic clock operating in the microwave

domain.
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Appendix A

Atomic Units

A.1 Definitions

The relationships of atomic physics have an abundance of such factors as the reduced

Planck’s constant (~), the mass and charge of the electron (me, −e), and the Bohr

radius (aB). Less cumbersome expressions may be obtained by employing the natural

system of units for atomic problems, simply referred to as atomic units. This system

of units may be defined by giving the three dimensionally independent constants ~,

me, and aB a value of 1 atomic unit (1 a.u.).

The above defined atomic units correspond to the physical quantities of angular

momentum, mass, and length, respectively. Atomic units for other physical quantities

may be derived from dimensional considerations. For example, the atomic unit for

frequency may be derived as

1 a.u. [frequency] =
1 a.u. [angular momentum]

1 a.u. [mass]× (1 a.u. [length])2 =
~

mea2
B

.

Another example follows from the expression for the Bohr radius, aB = ~/αmec,
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where α ' 1/137 is the dimensionless fine structure constant. This expression may

be rearranged as

αc =
~

meaB

,

from which it is evident that αc (=~/meaB) is representative of the atomic unit for

velocity. Furthermore, the atomic unit for charge is e (−e being the electron charge),

as can be verified by the expression for the fine structure constant α = e2/~c.1

As an example of the practicality of atomic units, consider the eigenvalue equation

− ~2

2me

d2P (r)

dr2
+

[
−e

2

r
+

~2

2me

l (l + 1)

r2

]
P (r) = EP (r) .

This eigenvalue equation gives the energies and radial wavefunctions of the non-

relativistic hydrogen atom. Expressing all quantities in atomic units yields the stream-

lined expression

−1

2

d2P (r)

dr2
+

[
−1

r
+

1

2

l (l + 1)

r2

]
P (r) = EP (r).

1The convention of this dissertation is to use Gaussian electromagnetic expressions in favor of
SI electromagnetic expressions. When working with SI electromagnetic expressions, definitions ~ =
1 a.u., me = 1 a.u., and aB = 1 a.u. do not uniquely define the atomic unit for charge. Charge
e = 1 a.u. only follows after an additional definition for permittivity 4πε0 = 1 a.u. (or vice-versa).
This is related to the fact that—in contrast to the Gaussian system—the unit of charge in the SI
system cannot be expressed directly in terms of the units of length, mass, and time. The difference
in reference system is not a trivial one, as is exemplified by the value of the Bohr magneton in either
case:

Gaussian : µB =
e~

2mec
=
α

2
a.u., SI : µB =

e~
2me

=
1
2

a.u..
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A.2 Atomic Unit Conversion Table

Table A.1 provides a reference for conversions to and from atomic units for some

basic physical quantities. An expression for each atomic unit is given along with an

equivalent value in appropriate units. The conversion for temperature follows from

an additional definition, kB = 1 a.u., where kB is the Boltzmann constant.

Table A.1: Atomic unit conversion table.

Physical Quantity 1 a.u.
Mass me = 9.10939× 10−31 kg
Length aB = 5.29177× 10−11 m
Velocity αc = 2.18769× 106 m/s
Angular Momentum ~ = 1.05457× 10−34 J s
Electric Charge e = 1.60218× 10−19 C (SI)

4.80320× 10−10 statC (Gaussian)
Frequency αc/aB = 4.13414× 1016 Hz

Energy me (αc)2 = 4.35975× 10−18 J = 27.2114 eV

Intensity me (αc/aB)3 = 6.43642× 1015 mW/cm2

Temperature me (αc)2 /kB = 3.15775× 105 K
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Appendix B

Angular Momentum and Spinor

Spherical Harmonics

B.1 Brief Review of Angular Momentum Theory

This appendix provides a review of quantum angular momentum theory. Orbital and

spin-1/2 angular momentum are considered in particular, leading to the introduction

of the spinor spherical harmonics. The review here is kept brief; a more complete

coverage can be found in one of several books on the theory of quantum angular

momentum (e.g., Ref. [83]).

As the generator of infinitesimal rotations, the Hermitian operator J represents the

physical observable of angular momentum. It’s components satisfy the commutation

relations

[Jx, Jy] = iJz, [Jy, Jz] = iJx, [Jz, Jx] = iJy. (B.1)

As a consequence of these commutation relations, each component commutes with
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the squared angular momentum operator

[
J, J2

]
= 0,

where J2 = J · J = J2
x + J2

y + J2
z . The ket |jm〉 representing an eigenstate of J2 and

Jz satisfies the eigenvalue equations

J2|jm〉 = j (j + 1) |jm〉,

Jz|jm〉 = m|jm〉.

The states |jm〉 will be referred to as angular momentum eigenstates of J. The j

are necessarily non-negative integers or half-integers (with a definite integer/half-

integer character for a given system). For a given j, there exists all states with

m = −j,−j + 1, . . . , j− 1, j. The angular momentum eigenstates are orthogonal and

conventionally normalized such that

〈j′m′|jm〉 = δj′jδm′m.

A system may be composed of two subsystems which have angular momentum

operators J1 and J2. As each of these operators acts only on the coordinates of the

respective subsystem, the operators J1 and J2 commute (that is, their components

commute). The total angular momentum operator satisfying the commutation rela-

tions for the combined space, Eq. (B.1), is given by J = J1 + J2. The operators J2
1

and J2
2 commute with J2 and Jz, whereas J1,z and J2,z do not. The eigenstates of J2

1 ,

J2
2 , J2, and Jz can be taken as a linear combination of the eigenstates of J2

1 , J1,z, J
2
2 ,

and J2,z:

|(γ1j1γ2j2)jm〉 =
∑
m1,m2

Cjm
j1m1j2m2

|γ1j1m1, γ2j2m2〉, (B.2)
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where Cjm
j1m1j2m2

represents the conventional Clebsch-Gordon coefficients and γ1 and

γ2 encapsulate additional quantum numbers needed to uniquely specify the state.

The Clebsch-Gordon coefficient Cjm
j1m1j2m2

vanishes unless |j1 − j2| ≤ j ≤ j1 + j2 (the

triangular condition), m1 +m2 = m, and j1 + j2 + j = n, where n is an integer. The

inverse relationship is

|γ1j1m1, γ2j2m2〉 =
∑
j

Cjm
j1m1j2m2

|(γ1j1γ2j2)jm〉.

The notation |γ1j1m1, γ2j2m2〉 appearing above is used to represent the product

state |γ1j1m1〉|γ2j2m2〉. The matrix element of an operator T which, say, operates

only on coordinates of the first subsystem may be written in terms of the matrix

elements of the isolated subsystem:

〈γ′1j′1m′1, γ′2j′2m′2|T |γ1j1m1, γ2j2m2〉 = 〈γ′1j′1m′1|T |γ1j1m1〉δγ′
2γ2
δj′2j2δm′

2m2
.

Often the more symmetrical 3-j symbols are used in favor of the Clebsch-Gordon

coefficients; the 3-j symbol is related to the Clebsch-Gordon coefficient by

 j1 j2 j3

m1 m2 m3

 =
(−1)j1−j2−m3

√
2j3 + 1

Cj3,−m3

j1m1j2m2
.

Selection rules for the 3-j symbol follow directly from the selection rules of the

Clebsch-Gordon coefficients—namely, |j1− j2| ≤ j3 ≤ j1 + j2 and m1 +m2 +m3 = 0.

Here it is also worth presenting the 6-j, 9-j, and 12-j(II) symbols which also appear

throughout this dissertation. The 6-j symbol may be written as a summation over
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3-j symbols as

 j1 j2 j3

j4 j5 j6

 =
∑
all m

(−1)j1−m1+j2−m2+j3−m3+j4−m4+j5−m5+j6−m6

×

 j1 j2 j3

−m1 −m2 −m3


 j1 j5 j6

m1 −m5 m6


×

 j2 j6 j4

m2 −m6 m4


 j3 j4 j5

m3 −m4 m5

 ,

where the summation runs over all allowed m-values. The 9-j symbol may be written


j1 j2 j3

j4 j5 j6

j7 j8 j9

 =
∑
J

(−1)2J (2J + 1)

×

 j1 j2 j3

j6 j9 J


 j4 j5 j6

j2 J j8


 j7 j8 j9

J j1 j4

 .

And the 12-j symbol of the second kind may be written



− j1 j2 j3

j4 − j5 j6

j7 j8 − j9

j10 j11 j12 −


= (−1)j−5−j3−j10+j8

∑
J

(2J + 1)

×


j2 j5 j12

j3 j6 j9

j1 j4 J




j11 j10 j12

j8 j7 j9

j1 j4 J

 .

Symmetry relations and selection rules of the 3-, 6-, 9-, and 12-j(II) symbols—as well
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as several useful relationships among them—can be found in Ref. [83].

B.2 Orbital and Spin-1/2 Angular Momentum

The orbital angular momentum operator is given by

L = −ir×∇.

The angular momentum eigenstates of L are the spherical harmonics Ylm(θ, φ), satis-

fying the eigenvalue equations

L2Ylm(θ, φ) = l (l + 1)Ylm(θ, φ),

LzYlm(θ, φ) = mYlm(θ, φ).

The spherical harmonics are orthonormal

∫ 2π

0

∫ π

0

Y ∗l′m′(θ, φ)Ylm(θ, φ)sinθdθdφ = δl′lδm′m.

The angular momentum operator for a spin-1/2 particle is taken as

S =
1

2
σ.

where σx, σy, and σz are the 2× 2 Pauli matrices

σx =

 0 1

1 0

 , σy =

 0 −i

i 0

 , σz =

 1 0

0 −1

 . (B.3)

The angular momentum eigenstates of S are the two-component column matrices (or
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spinors) χ±, given explicitly by

χ+ =

 1

0

 , χ− =

 0

1

 .

These satisfy the eigenvalue equations1

S2χ± =
3

4
χ±,

Szχ± = ±1

2
χ±.

The spinors χ± are orthonormal

χ†+χ+ = χ†−χ− = 1, χ†+χ− = χ†−χ+ = 0.

B.3 Spinor Spherical Harmonics and C-Tensor Ma-

trix Elements

Following from Eq. (B.2), the angular momentum eigenstates of the total angular

momentum J = L + S for a spin-1/2 system are represented by the spinor spherical

harmonics

Ωjlm(θ, φ) =
∑
mlms

Cjm

lml
1
2
ms
Ylml(θ, φ)χms ,

where χ±1/2 = χ±. From here on, the spinor spherical harmonics will be expressed in

terms of the angular quantum number κ, Ωκm(θ, φ) ≡ Ωjκlκm(θ, φ), where κ uniquely

1It is quite easy to see that σ2
x,y,z = I, where I is the 2 × 2 identity matrix, and consequently

that S2 = (1/4)(σ2
y + σ2

y + σ2
z) = (3/4)I. Therefore any spinor (that is, any linear combination

aχ+ + bχ−) is also an eigenspinor of S2 with eigenvalue 3/4; this not unexpected, as the current
theory is formalized specifically for a spin-1/2 system.



88

Table B.1: Conventional spectroscopic notation for the angular quantum number κ for
each |κ| ≤ 5. The letters s, p, d, f , g, h correspond to lκ = 0, 1, 2, 3, 4, 5, respectively,
and the subscripts attached to each letter indicate jκ.

κ −1 +1 −2 +2 −3 +3 −4 +4 −5 +5
spec. not. s1/2 p1/2 p3/2 d3/2 d5/2 f5/2 f7/2 g7/2 g9/2 h9/2

specifies the quantum numbers j and l according to

jκ = |κ| − 1

2
, lκ = jκ +

1

2
sign(κ), (B.4)

where sign(κ) = κ/|κ|. The allowed values of κ range according to κ = ±1,±2, . . . .

It is worth noting that lκ (lκ + 1) = κ (κ+ 1) and jκ (jκ + 1) = κ2−1/4. The conven-

tional spectroscopic notation associated with each |κ| ≤ 5 is given in Table B.1. (The

seemingly arbitrary quantum number κ has its usefulness in the Dirac relativistic

electron theory where it provides a clean formulation of the radial wave equations for

a spherically symmetric potential; see Appendix E.)

The spinor spherical harmonics satisfy the eigenvalue equations

L2Ωκm(θ, φ) = lκ (lκ + 1) Ωκm(θ, φ),

S2Ωκm(θ, φ) =
3

4
Ωκm(θ, φ),

J2Ωκm(θ, φ) = jκ (jκ + 1) Ωκm(θ, φ),

JzΩκm(θ, φ) = mΩκm(θ, φ),

PΩκm(θ, φ) = (−1)lκ Ωκm(θ, φ),

where P = I is the parity (coordinate inversion) operator having the effect If(r) =
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f(−r). Furthermore, they are orthonormal

∫ 2π

0

∫ π

0

Ω†κ′m′(θ, φ)Ωκm(θ, φ)sinθdθdφ = δκ′κδm′m. (B.5)

From the eigenvalue relations above it can further be shown that the spinor spher-

ical harmonics are eigenspinors of the operator σ · L. To see this, first consider the

relation

J2 = J · J = (L + S) · (L + S) = L2 + S2 + 2S · L,

which is to say

σ · L = J2 − L2 − S2.

From the above eigenvalue relations it follows that2

σ · LΩκm(θ, φ) =

[
jκ (jκ + 1)− lκ (lκ + 1)− 3

4

]
Ωκm(θ, φ)

=

[
κ2 − 1

4
− κ (κ+ 1)− 3

4

]
Ωκm(θ, φ)

= − (κ+ 1) Ωκm(θ, φ). (B.6)

Matrix elements of “C-tensors” between the spinor spherical harmonics are preva-

lent in applications of atomic physics and will be considered here. The components

of a C-tensor are simply spherical harmonics with a different normalization

Ckq(θ, φ) =

√
4π

2k + 1
Ykq(θ, φ).

2Of course, this implies that the spinor spherical harmonics are also eigenspinors of the operator
S · L. However, in Dirac’s relativistic electron theory (Section E.5) the spin angular momentum
operator S takes on the form of a 4 × 4 matrix; for this reason it is preferable to consider σ · L as
σ (and L as well) does not change form in that theory.
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The matrix elements to be considered are given by

〈κ′m′|Ckq|κm〉 ≡
∫ 2π

0

∫ π

0

Ω†κ′m′(θ, φ)Ckq(θ, φ)Ωκm(θ, φ)sinθdθdφ.

Ckq(θ, φ) is a rank-k spherical tensor operator (see Appendix C), and so from the

Wigner-Eckart theorem, Eq. (C.4), these matrix elements may be written in terms of

a 3-j symbol and a reduced matrix element

〈κ′m′|Ckq|κm〉 = (−1)jκ′−m′

 jκ′ k jκ

−m′ q m

 〈κ′||Ck||κ〉.
Explicit evaluation of the reduced matrix element yields

〈κ′||Ck||κ〉 = (−1)jκ+k+1/2
√

(2jκ′ + 1) (2jκ + 1)

 jκ′ k jκ

−1/2 0 1/2

Π(lκ′ + k + lκ),

(B.7)

where

Π(l) =

 1 if l is even

0 if l is odd
.

The appearance of the conditional factor Π(lκ′ + k+ lκ) can be attributed to the fact

that the C-tensors transform under coordinate inversion according to PCkq(θ, φ)P † =

(−1)k Ckq(θ, φ); consequently

〈κ′m′|Ckq|κm〉 = 〈κ′m′|P †PCkqP †P |κm〉 = (−1)lκ′+k+lκ 〈κ′m′|Ckq|κm〉,

from which the conditional factor may be deduced. From Eqs. (B.4) one may find
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the relations j−κ = jκ and l−κ = lκ − sign(κ); with these relations it then follows

〈−κ′||Ck|| − κ〉 = 〈κ′||Ck||κ〉.
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Appendix C

Irreducible Spherical Tensor

Operators

C.1 Definitions

The purpose of this appendix is to provide a brief overview of irreducible spherical

tensor operators (or, for brevity, spherical tensors) and to introduce the notations used

throughout this dissertation. The expressions provided within this appendix are, for

the most part, given without proof. For a more detailed description of spherical

tensors, including several useful relationships, the reader is again referred to one of

several books on the theory of quantum angular momentum (e.g., Ref. [83]).

A rank-k spherical tensor Tk is a set of 2k + 1 operators. The components (i.e.,

operators) are expressed as Tkq with q = −k,−k + 1, . . . , k − 1, k. Spherical tensors

satisfy the following commutation relations with the angular momentum operator J

[Jz, Tkq] = qTkq,

[J±, Tkq] =
√
k(k + 1)− q(q ± 1)Tkq±1, (C.1)
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where J± = Jx ± iJy represents the conventional raising and lowering operators.

These commutation relations ensure that the components of the tensor Tk transform

under rotations in a similar manner as do the m-substates of the angular momentum

eigenstates. In particular, a spherical tensor of rank 0 is a scalar operator and a

spherical tensor of rank 1 is a vector operator.

C.2 Coupling Spherical Tensors

Suppose there exists two spherical tensors, Pk1 and Qk2 . These two spherical tensors

may be coupled to form a spherical tensor of rank k with components given by the

formula

{Pk1 ⊗Qk2}kq =
∑
q1q2

Ckq
k1q1k2q2

Pk1q1Qk2q2 ,

where Ckq
k1q1k2q2

again represents the conventional Clebsch-Gordon coefficients. This

composite spherical tensor necessarily satisfies the commutation relations, Eq. (C.1).

From the triangular selection rule of the Clebsch-Gordon coefficients, it is apparent

that (to be non-trivial) the rank of the composite tensor is limited by |k1 − k2| ≤ k ≤

k1 + k2. The scalar product for two tensors of equal rank is taken as

Pk ·Qk ≡ (−1)−k
√

2k + 1 {Pk ⊗Qk}00 =
∑
q

(−1)q PkqQk−q . (C.2)

If the two spherical tensors Qk1 and Rk2 commute (that is, all components of the

respective tensors commute), the following useful recoupling relation may be shown

to hold:

(Pk1 ·Qk1) (Rk2 · Sk2) =
∑
k

(−1)k−k1−k2 {Pk1 ⊗Rk2}k · {Qk1 ⊗ Sk2}k . (C.3)
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Furthermore, following directly from symmetry relations of the Clebsch-Gordon co-

efficients one may easily find the relation {Qk1 ⊗Rk2}k = (−1)k1+k2−k {Rk2 ⊗Qk1}k.

C.3 Wigner-Eckart Theorem

The angular momentum eigenstates may be represented by the ket |γjm〉, where γ

encapsulates all quantum numbers beyond the angular quantum numbers j and m

required to specify the state. The matrix elements of a generic spherical tensor Tk be-

tween these angular momentum states—i.e., the matrix elements 〈γ′j′m′|Tkq|γjm〉—

are to be considered. From the transformation properties of spherical tensors under

rotations, it may be shown that the matrix element 〈γ′j′m′|Tkq|γjm〉 may be written

in terms of the Clebsch-Gordon coefficient Cj′m′

jmkq and a factor which is completely

independent of m, m′, and q. This implies that all dependence of the matrix element

on the particular orientation of the system is contained within the Clebsch-Gordon

coefficient. This is the Wigner-Eckart theorem, and it is conventionally expressed as

〈γ′j′m′|Tkq|γjm〉 =
(−1)2k

√
2j′ + 1

Cj′m′

jmkq〈γ
′j′||Tk||γj〉

= (−1)j
′−m′

 j′ k j

−m′ q m

 〈γ′j′||Tk||γj〉, (C.4)

where the factor 〈γ′j′||Tk||γj〉 introduced here is referred to as the reduced matrix

element. The last expression here employs the more symmetric 3-j symbol in favor

of the Clebsch-Gordon coefficient (see Appendix B).

A reduced matrix element of the spherical tensor {Pk1 ⊗Qk2}k may be expressed
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in terms of reduced matrix elements of the uncoupled spherical tensors Pk1 and Qk2 :

〈γ′j′|| {Pk1 ⊗Qk2}k ||γj〉 =
√

2k + 1
∑
j′′

(−1)j
′+j+k

 j′ k j

k2 j′′ k1


×
∑
γ′′

〈γ′j′||Pk1 ||γ′′j′′〉〈γ′′j′′||Qk2||γj〉.

Now consider a system composed of two separate subsystems, having a total an-

gular momentum operator J = J1 + J2, where J1 and J2 are the angular momentum

operators associated with the two subsystems (e.g., orbital angular momentum and

spin angular momentum). Following Eq. (B.2) the angular momentum eigenstates of

J are written |(γ1j1γ2j2)jm〉. If the spherical tensor Pk1 only operates on the first

subsystem and spherical tensor Qk2 only operates on the second subsystem, one may

find the relation

〈(γ′1j′1γ′2j′2)j′|| {Pk1 ⊗Qk2}k ||(γ1j1γ2j2)j〉 =
√

(2j′ + 1)(2k + 1)(2j + 1)

×


j′1 j1 k1

j′2 j2 k2

j′ j k


×〈γ′1j′1||Pk1||γ1j1〉〈γ′2j′2||Qk2||γ2j2〉.
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Following directly from this result are the two useful relations

〈(γ′1j′1γ′2j′2)j′||Pk||(γ1j1γ2j2)j〉 = δγ′
2γ2
δj′2j2 (−1)j

′
1+j2+j+k

√
(2j′ + 1)(2j + 1)

×

 j′ k j

j1 j2 j′1

 〈γ′1j′1||Pk||γ1j1〉,

〈(γ′1j′1γ′2j′2)j′||Qk||(γ1j1γ2j2)j〉 = δγ′
1γ1
δj′1j1 (−1)j1+j2+j′+k

√
(2j′ + 1)(2j + 1)

×

 j′ k j

j2 j1 j′2

 〈γ′2j′2||Qk||γ2j2〉.

With the use of the Wigner-Eckart theorem and the expression for the scalar product,

one may further obtain the relation for the matrix element of the scalar product of

Pk and Qk

〈(γ′1j′1γ′2j′2)j′m′|Pk ·Qk|(γ1j1γ2j2)jm〉 = δj′jδm′m (−1)j1+j′2+j

 j′1 j1 k

j2 j′2 j


×〈γ′1j′1||Pk||γ1j1〉〈γ′2j′2||Qk||γ2j2〉.

C.4 Additional Notational Conventions and Addi-

tional Expressions Specific to Vectors

The primary notational conventions for spherical tensors may be inferred from the

preceding sections of this appendix. In this section, a few additional notational con-

ventions used throughout this dissertation will be presented. Furthermore, some

useful expressions specific to vectors will also be given.

If two spherical tensors—one of which being a scalar—are coupled, the components
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of the resulting spherical tensor are simply

{S0 ⊗ Pk}kq = S00Pkq ,

{Pk ⊗ S0}kq = PkqS00 .

When S0 is understood to be a scalar, the subscript 0 can be dropped and the com-

posite tensors here are then sufficiently represented by SPk and PkS, respectively.

With this notation, it is further found that

{Pk1 ⊗ SQk2}k = {Pk1S ⊗Qk2}k .

A vector may be written unitalicized, in bold, and without the subscript 1. Specific

examples are the position vector r and angular momentum operators L, S, and J.

Following from Eq. (C.2), the scalar product of two vectors is

A ·B = −
√

3 {A⊗B}00

Furthermore, the vector cross product has the relation

A×B = −i
√

2 {A⊗B}1 .

The spherical components of a vector operator A are given by the scalar product with

the spherical basis vectors

Aµ = êµ ·A (µ = 0,±1) ,
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where the spherical basis vectors are

ê0 = êz, ê±1 = ∓ 1√
2

(êx ± êy) .

For example, the z-component of the angular momentum operator J is

Jz = J0 = ê0 · J = êz · J.

The following specific relations are useful in the derivations of Chapter 3 (see Ref. [83])

{A⊗B}00 = − 1√
3

(A ·B) ,

{A⊗B}10 =
i√
2

(A×B) · êz,

{A⊗B}20 =
1√
6

[3 (A · êz) (B · êz)− (A ·B)] . (C.5)
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Appendix D

Floquet Perturbation Theory

D.1 Foundations and the Floquet Perturbation Ex-

pansion

The purpose of this appendix is to present the aspects of time-dependent perturbation

theory pertinent to the derivation of the ac Stark effect in Chapter 3. Specifically, this

regards a perturbation which varies harmonically in time; however, this discussion be-

gins with the somewhat more general case of a periodic perturbation. Non-degeneracy

and non-resonance will be assumed, though the cases of degeneracy and resonance

will be briefly discussed in Section D.3. The formalism presented here largely follows

that of Sambe [69].

The exact wavefunction satisfies the Schrödinger equation

[
H(ξ, t)− i ∂

∂t

]
Ψ(ξ, t) = 0,

where ξ encapsulates all space and spin coordinates. The Hamiltonian is periodic in
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time with period τ , having the implication

H(ξ, t+ τ) = H(ξ, t).

As a consequence of the Floquet theorem of differential equations, solutions of this

Schrödinger equation may be written in the form

Ψ(ξ, t) = φ(ξ, t)e−iEt, (D.1)

where E is a real constant and φ(ξ, t) has periodicity τ ,

φ(ξ, t+ τ) = φ(ξ, t). (D.2)

Defining the operator

H(ξ, t) ≡ H(ξ, t)− i ∂
∂t
,

it follows from Eq. (D.1) that the Schrödinger equation can then be represented by

the eigenvalue equation

H(ξ, t)φ(ξ, t) = Eφ(ξ, t). (D.3)

Despite its explicit time dependence, this expression is reminiscent of the time-

independent Schrödinger eigenvalue equation. Following Ref. [69], the operatorH(ξ, t)

will be referred to as the steady state Hamiltonian and the resulting eigenfunctions as

steady states. For this particular work, it is the eigenvalue E which will be of interest.

The physical significance of E is discussed in Section D.2.

To begin the perturbation formalism, the Hamiltonian is partitioned into two
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Hermitian operators: an unperturbed Hamiltonian H0(ξ) and a perturbation V (ξ, t),

H(ξ, t) = H0(ξ) + V (ξ, t),

where it is assumed that the entire time dependence of H(ξ, t) may be associated

with the perturbation. Further it is assumed that the eigenvalues and eigenfunctions

of the unperturbed Hamiltonian are known, satisfying

H0(ξ)fn(ξ) = Enfn(ξ),

with n = 0, 1, 2, . . . The functions fn(ξ) constitute a complete orthogonal basis set

for a Hilbert space (e.g., all functions which are square integrable in the coordinate

space r). The inner product for two functions g(ξ) and h(ξ) within this Hilbert space

is given by

〈g|h〉 =

∫
g∗(ξ)h(ξ)dξ,

where the integration is over the entire configuration space.

The unperturbed steady state Hamiltonian is defined in a similar fashion:

H0(ξ, t) = H(ξ, t)− V (ξ, t) = H0(ξ)− i ∂
∂t
.

The zeroth-order eigenvalue equation is taken as

H0(ξ, t)φ(0)
nq (ξ, t) = E (0)

nq φ
(0)
nq (ξ, t),

where the zeroth order eigenvalues and eigenfunctions given explicitly in terms of En



102

and fn(ξ) are

E (0)
nq = En + qω,

φ(0)
nq (ξ, t) = fn(ξ)eiqωt,

where ω = 2π/τ and q = 0,±1,±2 . . . to satisfy the periodicity requirement, Eq. (D.2).

The set of all functions φ
(0)
nq (ξ, t) (with n = 0, 1, 2, . . . ; q = 0,±1,±2 . . . ) constitute

a complete orthogonal basis set in an extended Hilbert space which additionally in-

cludes functions with periodicity τ . The inner product of two functions u(ξ, t) and

v(ξ, t) residing in this extended Hilbert space is defined by

〈〈u|v〉〉 =
1

τ

∫ τ/2

−τ/2

∫
u∗(ξ, t)v(ξ, t)dξdt.

The foundations have now been laid to consider the Floquet perturbation expan-

sion. The Floquet perturbation equations may be formalized in direct analogy with

the formalism of time-independent perturbation theory (see, for example, [53, 43]).

This begins with an expansion of the eigenvalue and eigenfunction of interest for

the steady state eigenvalue equation, Eq. (D.3), in orders of the perturbation (e.g.,

Enq = E (0)
nq + E (1)

nq + E (2)
nq + . . . ). Equating terms of like orders results in the hierarchy

of equations (given explicitly here through the third order)

[
H0(ξ, t)− E (0)

nq

]
φ(0)
nq (ξ, t) = 0,[

H0(ξ, t)− E (0)
nq

]
φ(1)
nq (ξ, t) =

[
E (1)
nq − V (ξ, t)

]
φ(0)
nq (ξ, t),[

H0(ξ, t)− E (0)
nq

]
φ(2)
nq (ξ, t) =

[
E (1)
nq − V (ξ, t)

]
φ(1)
nq (ξ, t) + E (2)

nq φ
(0)
nq (ξ, t),[

H0(ξ, t)− E (0)
nq

]
φ(3)
nq (ξ, t) =

[
E (1)
nq − V (ξ, t)

]
φ(2)
nq (ξ, t) + E (2)

nq φ
(1)
nq (ξ, t) + E (3)

nq φ
(0)
nq (ξ, t),

...
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where the first of these is the zeroth order equation which has already been intro-

duced. Employing the completeness of the unperturbed eigenfunctions φ
(0)
n′q′(ξ, t) in

the extended Hilbert space, one may form the appropriate inner products to solve for

the higher orders of Enq. Using bra-ket notation for matrix elements of the extended

Hilbert space, these are

E (1)
nq = 〈〈nq|V |nq〉〉,

E (2)
nq =

∑
n′q′

〈〈nq|V |n′q′〉〉〈〈n′q′|V |nq〉〉
E (0)
nq − E (0)

n′q′

,

E (3)
nq =

∑
n′q′n′′q′′

〈〈nq|V |n′′q′′〉〉〈〈n′′q′′|V |n′q′〉〉〈〈n′q′|V |nq〉〉(
E (0)
nq − E (0)

n′′q′′

)(
E (0)
nq − E (0)

n′q′

)
−〈〈nq|V |nq〉〉

∑
n′q′

〈〈nq|V |n′q′〉〉〈〈n′q′|V |nq〉〉(
E (0)
nq − E (0)

n′q′

)2 ,

... (D.4)

where the bra and ket states here represent the unperturbed steady states. The

summations here are understood to exclude the cases (n′q′) = (nq) and (n′′q′′) =

(nq), which would lead to vanishing denominators. In arriving at these expressions,

intermediate normalization was enforced (i.e., 〈〈φ(0)
nq |φnq〉〉 = 1). Expressed in this

form, the resemblance of the Floquet eigenvalue perturbation expressions to the time-

independent perturbation expressions is immediately recognizable.

D.2 A Perturbation with Static and Harmonic Time-

Dependent Parts

In this section, the specific case of a perturbation consisting of a static part as well

as a harmonically oscillating part is considered. Such a periodic perturbation may be
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written

V (ξ, t) = Vs(ξ) + V−(ξ)e−iωt + V+(ξ)e+iωt, (D.5)

where V †s (ξ) = Vs(ξ) and V †−(ξ) = V+(ξ) to ensure the Hermitian character of the

perturbation. It is useful to first analyze the matrix elements of this perturbation

between the unperturbed steady states—that is, the matrix elements 〈〈n′q′|V |nq〉〉.

The individual contribution for the static part gives

〈〈n′q′|Vs|nq〉〉 =
1

τ

∫ τ/2

−τ/2

∫ [
fn′(ξ)eiq

′ωt
]∗
Vs(ξ)

[
fn(ξ)eiqωt

]
dξdt

=
1

τ

∫ τ/2

−τ/2
ei(q−q

′)ωtdt

∫
f ∗n′(ξ)Vs(ξ)fn(ξ)dξ

= δq′,q〈n′|Vs|n〉,

and the contributions for the harmonic part give

〈〈n′q′|V±e±iωt|nq〉〉 =
1

τ

∫ τ/2

−τ/2

∫ [
fn′(ξ)eiq

′ωt
]∗
V±(ξ)e±iωt

[
fn(ξ)eiqωt

]
dξdt

=
1

τ

∫ τ/2

−τ/2
ei(q−q

′±1)ωtdt

∫
f ∗n′(ξ)V±(ξ)fn(ξ)dξ

= δq′,q±1〈n′|V±|n〉.

Thus, since the time integral may be performed explicitly, these results may be used

to reduce the eigenvalue perturbation expressions, Eqs. (D.4), in terms of “ordinary”

matrix elements (i.e., matrix elements of the non-extended Hilbert space). Further

using the explicit form E (0)
nq = En + qω in the denominators, Eqs. (D.4) can easily be
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reduced to (E (0)
nq is also included here for completeness)

E (0)
nq = En + qω,

E (1)
nq = 〈n|Vs|n〉,

E (2)
nq =

∑
n′

〈n|Vs|n′〉〈n′|Vs|n〉
En − En′

+
∑
n′

〈n|V+|n′〉〈n′|V−|n〉
En − En′ + ω

+
∑
n′

〈n|V−|n′〉〈n′|V+|n〉
En − En′ − ω

,

E (3)
nq =

∑
n′n′′

〈n|Vs|n′′〉〈n′′|Vs|n′〉〈n′|Vs|n〉
(En − En′′) (En − En′)

− 〈n|Vs|n〉
∑
n′

〈n|Vs|n′〉〈n′|Vs|n〉
(En − En′)2

+
∑
n′n′′

〈n|Vs|n′′〉〈n′′|V+|n′〉〈n′|V−|n〉
(En − En′′) (En − En′ + ω)

+
∑
n′n′′

〈n|Vs|n′′〉〈n′′|V−|n′〉〈n′|V+|n〉
(En − En′′) (En − En′ − ω)

+
∑
n′n′′

〈n|V+|n′′〉〈n′′|Vs|n′〉〈n′|V−|n〉
(En − En′′ + ω) (En − En′ + ω)

+
∑
n′n′′

〈n|V−|n′′〉〈n′′|Vs|n′〉〈n′|V+|n〉
(En − En′′ − ω) (En − En′ − ω)

+
∑
n′n′′

〈n|V+|n′′〉〈n′′|V−|n′〉〈n′|Vs|n〉
(En − En′′ + ω) (En − En′)

+
∑
n′n′′

〈n|V−|n′′〉〈n′′|V+|n′〉〈n′|Vs|n〉
(En − En′′ − ω) (En − En′)

−〈n|Vs|n〉
∑
n′

〈n|V+|n′〉〈n′|V−|n〉
(En − En′ + ω)2 − 〈n|Vs|n〉

∑
n′

〈n|V−|n′〉〈n′|V+|n〉
(En − En′ − ω)2 ,

... (D.6)

where appropriate values of n′ and n′′ are again excluded from the summations.

It may be shown for all k > 0 (as is plainly shown above for k = 1, 2, 3), that the

terms E (k)
nq are in fact independent of the quantum number q. Thus, the eigenvalues

Enq and Enq′ only differ by an integer multiple of ω associated with the zeroth order

term—specifically, Enq′ = Enq + (q′ − q)ω. From the eigenvalue equation, Eq. (D.3),

it can be seen that the corresponding eigenfunctions must be related by φnq′(ξ, t) =

ei(q
′−q)ωtφnq(ξ, t). However, it is found the total wavefunctions Ψnq′(ξ, t) and Ψnq(ξ, t)

(as given by Eq. (D.1)) are identical:

Ψnq′(ξ, t) = φnq′(ξ, t)e
−iEnq′ t = φnq(ξ, t)e

−iEnqt = Ψnq(ξ, t).

Consequently, the “quantum number” q does not specify unique physical states.



106

In principle then, the eigenvalue Enq and its zeroth-order value E (0)
nq alone do not

have any physical significance; the appropriate physical observable is given by the

q-independent term

δEn ≡ Enq − E (0)
nq .

Using the approximation φnq(ξ, t) ' φ
(0)
nq (ξ, t) in the expression for the total wave-

function, the following approximate expression is obtained,

Ψn(ξ, t) ' φ(0)
nq (ξ, t)e−iEnqt = fn(ξ)e−i(En+δEn)t.

From this, it is apparent that δEn may be associated with the mean energy shift

of n-th level of the system. Expanding δEn in orders of the perturbation, δEn =

δE
(1)
n + δE

(2)
n + . . . , it is apparent that δE

(k)
n = E (k)

nq (for k > 0, as δE
(0)
n = 0).

Though providing a clear physical association for δEn, the argument in the pre-

ceding paragraph is somewhat unsatisfactory. For instance, there is no justification

given for truncating φnq(ξ, t) at the zeroth order term while simultaneously keeping

all orders of Enq appearing in the phase factor. A more rigorous analysis of the phys-

ical significance of δEn has been performed by Langhoff et al. [39] by employing the

time-dependent Hellmann-Feynman theorem; these authors conclude that δEn indeed

“corresponds to the energy of induction associated with the application of an oscil-

latory perturbation to the system and provides the physically significant level shift.”

The derivation provided therein will not be repeated here.

More physical insight can be gained from considering the specific system of an

atom interacting with monochromatic electromagnetic radiation (i.e., a laser). In a

rigorous treatment, the radiation is properly described within a quantum mechanical

framework (quantum electrodynamics). However, for most cases of interest a classical

description of the radiation is satisfactory. The perturbation describing the interac-
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tion of the (quantum mechanical) atom with the classical electromagnetic field takes

the form of the general perturbation presented at the beginning of this section; thus

the expressions given in this section are assumed to be applicable to this scenario. For

this case, the unperturbed eigenfunction φ
(0)
nq (ξ, t) may be interpreted as a “dressed”

atomic state—that is, an atomic state (given by quantum number n) supplemented

by a particular number of photons present in the field (given by the quantum number

q). The energy of the composite system is further represented by E (0)
nq = En + qω.

The intermediate states in the perturbation expressions, Eq. (D.4), represent dressed

states in which the atomic state (n) and/or the total number of photons in the field

(q) is changed. It should be noted, however, that this interpretation of the perturbed

system presupposes some knowledge of the quantum nature of the electromagnetic

field, as the photon itself—and its corresponding energy ω—are strictly products of

quantum electrodynamics. Thus, some of the quantum nature of light is evident in

this semi-classical treatment. It is also worth noting that, as the response of the atom

itself does not depend on q, this dressed state interpretation assumes that there must

be a sufficient “supply” of photons in the field.

D.3 Additional Comments: Degeneracy, Resonance,

and Applicability

From Eqs. (D.4), it is seen that E (k)
nq (k > 0) may diverge if there are any steady

states with zeroth order eigenvalues satisfying E (0)
n′q′ ' E

(0)
nq —or more descriptively

En′ + q′ω ' En + qω. There are two modes by which this may occur: En′ ' En

(degeneracy) and En′−En ' pω, for p = ±1,±2, . . . (resonance). Either scenario may

be handled analogously to degenerate time-independent perturbation theory (e.g.,

incorporate the offending steady states into a model space and diagonalize the effective
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Hamiltonian of this space [43]). In regard to resonances in particular, one may then

obtain information about transitions between the unperturbed stationary states [69].

Both degenerate and resonant levels will be generically referred to as degenerate

below.

The possibility of divergences immediately raises questions about the applicabil-

ity of the Floquet perturbation expressions, Eqs. (D.4). For many practical situa-

tions, there will inevitably be multiple levels in the unperturbed spectrum satisfying

En′ ' En + pω for some (possibly large) integers p. Calculations would become very

cumbersome if all such levels needed to be treated as degenerate. Sambe [69], how-

ever, shows that the (non-degenerate) first-order expressions remain valid so long as

there are no levels with En′ ' En ± ω, second-order expressions remain valid so long

as there are no levels with En′ ' En ± 2ω, etcetera. Therefore, when retaining only

low order expressions, levels with En′ ' En + pω for high-|p| pose no general threat

for divergences.

For the particular case of the harmonic oscillating perturbation, one may see di-

rectly from Eq. (D.6) that only levels with En′ ' En±ω threaten to cause divergences

even through the third-order. Returning to the atom-laser scenario of the previous

section as a specific example, an atomic level with En′ ' En + 2ω would only need to

be treated degenerately in the fourth-order. Such a fourth-order treatment includes

effects of two-photon atomic transitions.
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Appendix E

Atomic Structure Theory

E.1 Slater Determinant Wavefunctions

Suppose a system of N identical fermions is described by a Hamiltonian of the form

H(ξ1, ξ2, . . . , ξN) =
N∑
q=1

h(ξq), (E.1)

where h(ξq) is a Hermitian operator acting only on the coordinates of the q-th particle,

collectively represented by ξq (for the remainder of Appendix E the indices p and q

will be reserved for coordinate indices and subsequently will be understood to range 1,

2, . . . , N). The operator h(ξ) represents a single-particle Hamiltonian, and therefore

has a complete set of eigenfunctions φγ(ξ) and corresponding eigenvalues εγ given by

h(ξ)φγ(ξ) = εγφγ(ξ),

where the label γ here encapsulates all quantum numbers necessary to describe the

single-particle state. The set of eigenfunctions φγ(ξ) will be taken to be orthonormal.
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It is easy to see that the product wave function

Φab...n(ξ1, ξ2, . . . , ξN) = φa(ξ1)φb(ξ2) . . . φn(ξN), (E.2)

satisfies the time-independent Schrödinger equation

H(ξ1, ξ2, . . . , ξN)Φab...n(ξ1, ξ2, . . . , ξN) = Eab...nΦab...n(ξ1, ξ2, . . . , ξN), (E.3)

with eigenvalues Eab...n ≡ εa + εb + · · · + εn. However, the product wavefunction,

Eq. (E.2), is not a properly antisymmeterized wavefunction, i.e., it does not acquire

an overall π phase change with the permutation of any two coordinate indices. The

properly antisymmeterized wavefunction is given by the determinant

Φab...n(ξ1, ξ2, . . . , ξN) =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣

φa(ξ1) φa(ξ2) . . . φa(ξN)

φb(ξ1) φb(ξ2) . . . φb(ξN)

...
...

. . .
...

φn(ξ1) φn(ξ2) . . . φn(ξN)

∣∣∣∣∣∣∣∣∣∣∣∣∣
. (E.4)

A wavefunction of this form is referred to as a Slater determinant. The Slater deter-

minant also satisfies the time-independent Schrödinger equation, Eq. (E.3), with the

same eigenvalues as the corresponding product wavefunction. Note here that if any

two quantum numbers are equivalent (e.g., a = b), then the corresponding rows of the

underlying matrix are identical and the determinant (i.e., the wavefunction) vanishes;

this is a realization of the Pauli exclusion principle (which itself is merely a conse-

quence of the antisymmeterization requirement). The factor of 1/
√
N ! is included

here such that the Slater determinant wavefunction is normalized.
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E.2 Variations of the Slater Determinant

At this point it will be useful to consider the variation of the Slater determinant

Φab...n(ξ1, ξ2, . . . , ξN), given by Eq. (E.4), with respect to small variations in the single-

particle wavefunctions (orbitals) δφa(ξ), δφb(ξ), . . . . First, the simplified case of the

variation of a two-particle Slater determinant will be considered; this is given by

δΦab(ξ1, ξ2) =
1√
2!

∣∣∣∣∣∣∣
δφa(ξ1) δφa(ξ2)

φb(ξ1) φb(ξ2)

∣∣∣∣∣∣∣+
1√
2!

∣∣∣∣∣∣∣
φa(ξ1) φa(ξ2)

δφb(ξ1) δφb(ξ2)

∣∣∣∣∣∣∣ .
The variation of the orbital φa(ξ) can be written in terms of the complete set of

orbitals

δφa(ξ) =
∑
γ

xγaφγ(ξ),

with xγa being small coefficients (a similar expression exists for a → b). In terms of

these coefficients

δΦab(ξ1, ξ2) =
∑
γ

xγa
1√
2!

∣∣∣∣∣∣∣
φγ(ξ1) φγ(ξ2)

φb(ξ1) φb(ξ2)

∣∣∣∣∣∣∣+
∑
γ

xγb
1√
2!

∣∣∣∣∣∣∣
φa(ξ1) φa(ξ2)

φγ(ξ1) φγ(ξ2)

∣∣∣∣∣∣∣
=

∑
γ

xγaΦγb(ξ1, ξ2) +
∑
γ

xγbΦaγ(ξ1, ξ2) .

It is easy to see that the coefficients xaa and xbb multiply the original determinant,

whereas the coefficient xba and xab multiply vanishing determinants. Thus, the variation

may be written

δΦab(ξ1, ξ2) =
(
xaa + xbb

)
Φab(ξ1, ξ2) +

∑
γ 6∈{ab}

xγaΦγb(ξ1, ξ2) +
∑
γ 6∈{ab}

xγbΦaγ(ξ1, ξ2) .
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This result is readily generalized to an N -particle Slater determinant

δΦab...n(ξ1, ξ2, . . . , ξN) = xΦab...n(ξ1, ξ2, . . . , ξN)

+
∑

γ 6∈{ab...n}

xγaΦγb...n(ξ1, ξ2, . . . , ξN)

+
∑

γ 6∈{ab...n}

xγbΦaγ...n(ξ1, ξ2, . . . , ξN)

+ . . .

+
∑

γ 6∈{ab...n}

xγnΦab...γ(ξ1, ξ2, . . . , ξN) , (E.5)

where x ≡
(
xaa + xbb + · · ·+ xnn

)
. Imposing normalization as a variational constraint

may be done directly by setting x = 0. Eq. (E.5) will be useful in deriving the

Hartree-Fock equations in Section E.4.

E.3 Matrix Elements Between Slater Determinant

Wavefunctions

Following Ref. [43], a given reference Slater determinant will now be written in Dirac

bra-ket notation as |α〉. In this section and the remainder of Appendix E, the labels

a, b, c, . . . will now be used to denote any single-particle state which is included in the

reference Slater determinant |α〉; these will be referred to collectively as “occupied”

orbitals. Remaining orbitals not included in |α〉 will be labeled by r, s, t, . . . and

referred to as “virtual” orbitals. Labels i, j, k, . . . will represent all (i.e., occupied

and virtual) orbitals. A new wavefunction, orthogonal to |α〉, may be formed by

replacing any given occupied orbital a by any given virtual orbital r in the Slater

determinant; this new Slater determinant is then represented by |αra〉. Likewise, a

Slater determinant formed by replacing two occupied orbitals with two virtual orbitals
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is represented by |αrsab〉. This notation can clearly be extended through all N possible

excitations of the occupied orbitals.1

A general one-particle operator F and two-particle operator G have the form2

F (ξ1, ξ2, . . . , ξN) =
∑
p

f(ξp),

G(ξ1, ξ2, . . . , ξN) =
∑
p<q

g(ξp, ξq), (E.6)

where g(ξ, ξ′) is invariant with respect to a swap of coordinates (ξ ↔ ξ′). Matrix

elements of f(ξ) and g(ξ, ξ′) connecting single particle orbitals are given the shorthand

notation

fij ≡
∫
φ∗i (ξ)f(ξ)φj(ξ)dξ,

gijkl ≡
∫∫

φ∗i (ξ)φ
∗
j(ξ
′)g(ξ, ξ′)φk(ξ)φl(ξ

′)dξdξ′.

From the symmetry of g(ξ, ξ′), it follows that gijkl = gjilk; furthermore, if f(ξ) and

g(ξ, ξ′) are Hermitian, then fji = f ∗ij and gklij = g∗ijkl.

Matrix elements of the one- and two-particle operators, Eqs. (E.6), between Slater

determinants take a particularly simple form; the expressions are given here without

1Note that a, for example, does not label a specific occupied state. To clarify this, suppose that
the set of all orbitals φi(ξ) are enumerated such that i = 1, 2, . . . , N correspond to the occupied
orbitals; in this case, a is allowed to take on any value 1 to N . A summation over a would then
imply a summation from 1 to N . The same logic can be extended to virtual orbitals as well.

2Some terminology used throughout this dissertation is clarified here. “One-particle” operator
will be used to describe the operator F (ξ1, ξ2, . . . , ξN ) whereas “single-particle” operator will be
used to describe the operator f(ξ). This distinction is not standard.
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proof. For diagonal matrix elements between Slater determinants,

〈α|F |α〉 =
∑
a

faa,

〈α|G|α〉 =
1

2

∑
ab

(gabab − gabba) . (E.7)

In regard to 〈α|G|α〉, gabab here is referred to as the direct term whereas gabba is

referred to as the exchange term. For matrix elements between Slater determinants

differing by a single orbital

〈αra|F |α〉 = fra,

〈αra|G|α〉 =
∑
b

(grbab − grbba) . (E.8)

For matrix elements between Slater determinants differing by two orbitals,

〈αrsab|F |α〉 = 0,

〈αrsab|G|α〉 = (grsab − grsba) . (E.9)

Finally, matrix elements of one- and two-particle operators between Slater determi-

nants differing by more than two orbitals vanish.3

3In the following section, the “occupied” orbitals are given a special distinction in the context of
the Hartree-Fock method. The expressions provided here, however, are not specific to that particular
distinction of “occupied” and “virtual” orbitals. As an example, consider a Slater determinant
|β〉 = |αrb〉. This Slater determinant has the diagonal matrix element 〈β|F |β〉 = 〈αrb |F |αrb〉 =∑
a faa−fbb+frr, which is to say that the occupied orbital “b” is removed from the summation and

replaced with the virtual orbital “r”. Further still, consider the Slater determinant |β〉 that consists
of all occupied orbitals and additionally the virtual orbital r. In this case the diagonal matrix element
is 〈β|F |β〉 =

∑
a faa + frr. An effective general formalism is afforded by creation and absorbtion

(annihilation) operators (see, e.g., Ref. [43]). A presentation of this general formalism, however,
would come at the cost of a proper introduction of the creation and absorbtion operators.



115

E.4 The Hartree-Fock Method

Suppose the N -identical fermion system is described by a Hamiltonian composed of

a one-particle operator (F ) and two-particle operator (G),

H(ξ1, ξ2, . . . , ξN) = F (ξ1, ξ2, . . . , ξN) +G(ξ1, ξ2, . . . , ξN),

with both operators being Hermitian. Approximate solutions to the Hamiltonian may

be found by invoking the variational principle, that is, by minimizing the expectation

value of the Hamiltonian for a given set of constraints. The Hartree-Fock method

begins by constraining the wavefunction to the form of a Slater determinant. If

the Slater determinant of interest is labeled |α〉, then the variation of this Slater

determinant (see Eq. (E.5)) may be represented as

|δα〉 =
∑
ar

xra|αra〉,

where normalization is automatically constrained (i.e., δ〈α|α〉 = 0). Minimizing the

expectation value of the Hamiltonian gives the expression

δ〈α|H|α〉 = 〈δα|H|α〉+ 〈α|H|δα〉 = 2Re

[∑
ar

xra〈αra|H|α〉∗
]

= 0,

Since this equality must hold for arbitrary variations (i.e., arbitrary xra), the varia-

tional (stationary) solution must then satisfy

〈αra|H|α〉 = 0,
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for all possible occupied orbitals a and virtual orbitals r. In terms of the matrix

elements, this condition may be written

fra +
∑
b

(grbab − grbba) = 0. (E.10)

At this point it is convenient to introduce the (single-particle) Hartree-Fock operator,

hHF(ξ), defined by its single-particle matrix elements

hHF
ij = fij +

∑
b

(gibjb − gibbj) .

From the symmetry of gijkl it follows that the Hartree-Fock operator is Hermitian.

Assuming the diagonal form of hHF
ij is qualified,4

hHF
ij = εiδij,

it is seen that Eq. (E.10)—that is, hHF
ra = 0—is trivially satisfied. This equation has

the simple form of an eigenvalue equation,

hHF(ξ)φi(ξ) = εiφi(ξ), (E.11)

where the eigenfunctions represent the so-called Hartree-Fock orbitals.

The simplicity of the eigenvalue expression, Eq. (E.11), is deceptive. The Hartree-

Fock operator presupposes knowledge of the occupied orbitals; thus this is a non-linear

equation requiring an iterative solution. The evaluation is aided by the introduction

4In Ref. [34] this assumption is shown to be valid for the restricted (i.e., spherically symmetric)
Dirac-Hartree-Fock equations for a closed-shell atomic system; this will ultimately be the application
of the Hartree-Fock equations derived here.
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of the Hartree-Fock potential, uHF(ξ),

hHF
ij ≡ fij + uHF

ij ,

uHF
ij ≡

∑
b

(gibjb − gibbj) .

In practice, an educated “guess” is initially made for the form of the occupied orbitals;

these orbitals in turn are used to determine the Hartree-Fock potential. With this

potential the eigenvalue equation, Eq. (E.11), is solved to find a new set of orbitals,

from which point the process is repeated until the orbitals converge.

The expectation value of the Hamiltonian for the Hartree-Fock Slater determinant

is then

〈α|H|α〉 =
∑
a

faa +
1

2

∑
ab

(gabab − gabba)

=
∑
a

hHF
aa −

1

2

∑
ab

(gabab − gabba)

=
∑
a

εa −
1

2

∑
ab

(gabab − gabba) . (E.12)

E.5 The Dirac Equation

The relativistic motion of an electron in the static electromagnetic potentials {Φ(r), A(r)}

is governed by the Dirac equation, which in its standard form is given by

h(r)φ(r) = εφ(r),

where the (single-particle) Dirac Hamiltonian is (see, for example, Ref. [53])

h(r) = cα ·
[
−i∇ +

1

c
A(r)

]
− Φ(r) + βc2.
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The quantities αx,y,z and β are 4× 4 Dirac matrices, given by

α =

 0 σ

σ 0

 , β =

 I 0

0 −I

 , (E.13)

with underlying 2 × 2 matrices σx,y,z and I being the Pauli matrices, Eq. (B.3),

and the identity matrix, respectively. The eigenfunctions of the Dirac Hamiltonian,

φ(r), are themselves four-component column matrices (spinors). Furthermore, in this

formalism the spin angular momentum operator is represented by

S =
1

2

 σ 0

0 σ

 , (E.14)

and the parity operator by

P =

 I 0

0 −I

 I,
where If(r) = f(−r).

This problem is considerably simplified for the case of a spherically symmetric

electrostatic potential, {Φ(r) = Φ(r), A(r) = 0}. Given this restriction, the Dirac

Hamiltonian is written

h(r) = −icα ·∇ + βc2 + v(r), (E.15)

where v(r) is the potential energy (the proportionality constant between the electro-

static potential and the energy potential is the charge of the electron, −1 a.u.). This

Dirac Hamiltonian can be shown to commute with the operator for the total angular

momentum J = L + S and the parity operator P . With these considerations, the
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eigenspinors may be cast in the form

φnκm(r) =
1

r

 iGnκ(r)Ωκm(θ, φ)

Fnκ(r)Ω−κm(θ, φ)

 , (E.16)

where Ωκm(θ, φ) are the spinor spherical harmonics introduced in Appendix B. The

spinors φnκm(r) satisfy the eigenvalue equations

J2φnκm(r) = jκ (jκ + 1)φnκm,

Jzφnκm(r) = mφnκm,

Pφnκm(r) = (−1)lκ φnκm,

where jκ and lκ are given by Eq. (B.4).5 The additional quantum number n in

Eq. (E.16) encapsulates all remaining quantum numbers needed to specify the state.

With these φnκm(r), the Dirac Hamiltonian, Eq. (E.15), reduces to the two coupled

radial equations

[
v(r) + c2

]
Gnκ(r) + c

[
d

dr
− κ

r

]
Fnκ(r) = εnκGnκ(r), (E.17)

−c
[
d

dr
+
κ

r

]
Gnκ(r) +

[
v(r)− c2

]
Fnκ(r) = εnκFnκ(r). (E.18)

These equations allow for both positive and negative eigenvalues, εnκ. The positive

eigenvalues correspond to energies of the appropriate electron state (note that the

Dirac Hamiltonian incorporates the electron rest energy c2; as an example, the ground

5One should be warned that the Dirac Hamiltonian does not commute with the operator L2, and
therefore the spinors φnκm(r) do not represent eigenspinors of L2. However, in the non-relativistic
limit F (r)� G(r) and consequently L2φnκm(r) ' lκ(lκ+1)φnκm(r) as expected. On the other hand,
S2 does commute with the Dirac Hamiltonian. Indeed from Eq. (E.14) it is found that S2 = 3/4,
which is a consequence of the inherent spin-1/2 character of the Dirac relativistic electron theory.
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state of the hydrogen atom is ε1s1/2 ' (137)2−1/2 > 0). The negative eigenvalues, on

the other hand, are associated with positron states. These “negative energy states”

will not be considered here; however they will be discussed briefly in Appendix F in

the context of finite basis set solutions to the Dirac equation. Considering bound

states (i.e., 0 < εnκ < c2), Gnκ(r) and Fnκ(r) may be taken simultaneously as real

and, for a given κ, the solutions may always be chosen such that

∫ ∞
0

[Gn′κ(r)Gnκ(r) + Fn′κ(r)Fnκ(r)] dr = δn′n.

It will be assumed that this choice is always made. Along with the normalization

condition of the spherical spinors, Eq. (B.5), this choice further implies normalization

of the eigenspinors

∫
φ†n′κ′m′(r)φnκm(r)d3r = δn′nδκ′κδm′m,

where the integration ranges over the entire coordinate space of r.

It is now worthwhile to consider the non-relativistic limit, wherein |εnκ−c2| � c2.

Within this regime, Eq. (E.18) reduces to the approximate relation (the appropriate

assumption |v(r)| � c2 is also used)

Fnκ(r) '
1

2c

[
d

dr
+
κ

r

]
Gnκ(r).

This expression shows that the radial wavefunction Fnκ(r) is suppressed by a factor

of c−1 relative to the radial wavefunction Gnκ(r). Because of this imbalance, the

respective parts of φnκm associated with Gnκ(r) and Fnκ(r) are aptly referred to as

the large and small components, respectively. The approximation for Fnκ(r) may be
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substituted into Eq. (E.17) to obtain an approximate differential equation for Gnκ(r)

−1

2

[
d

dr
− κ

r

] [
d

dr
+
κ

r

]
Gnκ(r) + v(r)Gnκ(r) '

(
εnκ − c2

)
Gnκ(r),

−1

2

[
d2

dr2
− κ (κ+ 1)

r2

]
Gnκ(r) + v(r)Gnκ(r) '

(
εnκ − c2

)
Gnκ(r),[

−1

2

d2

dr2
+
lκ (lκ + 1)

2r2
+ v(r)

]
Gnκ(r) '

(
εnκ − c2

)
Gnκ(r).

This last expression is immediately recognizable as the radial eigenvalue equation

of the non-relativistic Schrödinger equation for an electron with orbital angular mo-

mentum lκ in a spherically symmetric potential. Thus it is expected that the radial

wavefunction Gnκ(r) for an electron in a bound state will show resemblance to the

corresponding non-relativistic radial wavefunction.

E.6 The Dirac-Hartree-Fock Approximation

The Dirac Hamiltonian, Eq. (E.15), describes the relativistic motion of a single elec-

tron in a spherically symmetric electrostatic potential. In particular, for the pure

Coulomb potential v(r) = −Z/r this describes the motion of an electron around

a point-like, infinitely massive nucleus of atomic charge Z. For such hydrogen-like

atoms, the coupled differential equations, Eqs. (E.17, E.18), have analytic solutions.

However, for more complicated atomic systems (i.e., N > 1), the interactions be-

tween electrons spoils hopes for an analytic solution and approximate methods must

be pursued. Such methods usually begin with the Dirac-Hartree-Fock (DHF) ap-

proximation. Beginning with the Dirac Hamiltonian extended to many electrons,

this approximation follows the general formalism of Section E.4.

A suitable Hamiltonian describing the relativistic motion of the N electrons is the

starting point. In particular, the hydrogen-like Dirac Hamiltonians (for each electron)
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are supplemented with terms representing the dominant electron-electron interaction,

namely the Coulomb repulsion

H(r1, r2, . . . , rN) =
∑
q

[
−icαq ·∇q + βqc

2 + vnuc(rq)
]

+
∑
p<q

vee(rp, rq), (E.19)

where the energy associated with the Coulomb repulsion between two electrons is

vee(r, r
′) =

1

|r− r′|
,

and the nuclear potential is given by vnuc(r) = −Z/r for a point-like nucleus, al-

though in practice a nucleus of finite extent is typically implemented. It is assumed

that additional effects neglected here (e.g., Breit, hyperfine, recoil) may be treated

perturbatively at a later stage.

Of course, the troublesome term in Eq. (E.19) is the Coulomb repulsion term.

This interaction may be approximated by the DHF potential. The problem then

reduces to solving the single-particle eigenvalue equation

hDHF(r)φi(r) = εiφi(r),

where the single-particle DHF Hamiltonian is

hDHF(r) = −icα ·∇ + βc2 + vnuc(r) + vDHF(r).

The DHF potential is defined by its action on the DHF eigenspinors

vDHF(r)φj(r) =
∑
i

(vDHF)ij φi(r),
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where

(vDHF)ij =
∑
b

(gibjb − gibbj) ,

and the gijkl are given by

gijkl =

∫∫
1

|r− r′|

[
φ†i (r)φk(r)

] [
φ†j(r

′)φl(r
′)
]
d3rd3r′.

In accordance with the earlier notation, the summation over index b is limited to

occupied orbitals (spinors) only.

The DHF expressions are based upon the variational constraint that the over-

all wavefunction is represented by a Slater determinant composed of single-particle

spinors. In atomic physics, it is typically advantageous to further constrain the spinors

to the form of Eq. (E.16) and only allow variations in the radial wavefunctions (the

restricted DHF method). Given this form for the DHF eigenspinors, one may find

(note that now i specifies the quantum numbers i = (ni, κi,mi) = (ni, ji, li,mi))

(vDHF)ij =
∑
b

(gibjb − gibbj)

= δκiκjδmimj
∑
nbκb

(2jb + 1)

{∫ ∞
0

[Gi(r)Gj(r) + Fi(r)Fj(r)] v0(b, b, r)dr

−
∑
k

Λκikκb

∫ ∞
0

[Gi(r)Gb(r) + Fi(r)Fb(r)] vk(b, j, r)dr

}
,

(E.20)

where

Λκikκj =
|〈κi||Ck||κj〉|2

(2ji + 1)(2jj + 1)
,

vk(i, j, r) =

∫ ∞
0

rk<
rk+1
>

[Gi(r
′)Gj(r

′) + Fi(r
′)Fj(r

′)] dr′.
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Here 〈κi||Ck||κj〉 is the reduced matrix element given by Eq. (B.7) and r< (r>) is the

lesser (greater) of r and r′. Note that vk(i, j, r) does not depend on the quantum

numbers mi and mj. It is also noted that Eq. (E.20) assumes a closed-shell system.

A shell is defined by the quantum numbers n and κ; a closed shell system is one in

which the m states are either all occupied or all unoccupied (virtual) for any give

shell.

As shown above, the DHF potential vDHF(r) is properly defined by its action on

the DHF eigenspinors. However, it is often given the association

vDHF(r)
1

r

 iGnκ(r)Ωκm(θ, φ)

Fnκ(r)Ω−κm(θ, φ)

 =
1

r

 i [vDHF(r)Gnκ(r)] Ωκm(θ, φ)

[vDHF(r)Fnκ(r)] Ω−κm(θ, φ)

 ,

from which it further follows

(vDHF)ij = δκiκjδmimj

∫ ∞
0

[
Gniκi(r)vDHF(r)Gnjκj(r) + Fniκi(r)vDHF(r)Fnjκj(r)

]
dr.

(E.21)

With this association, the DHF eigenspinors can be regarded as solutions of the

coupled differential equations

[
vnuc(r) + vDHF(r) + c2

]
Gnκ(r) + c

[
d

dr
− κ

r

]
Fnκ(r) = εnκGnκ(r),

−c
[
d

dr
+
κ

r

]
Gnκ(r) +

[
vnuc(r) + vDHF(r)− c2

]
Fnκ(r) = εnκFnκ(r).

Comparing Eqs. (E.20, E.21), vDHF(r) can be defined in terms of its action on large
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and small component radial wavefunctions of the DHF eigenspinors according to

vDHF(r)

 Gi(r)

Fi(r)

 =
∑
nbκb

(2jb + 1)

v0(b, b, r)

 Gi(r)

Fi(r)


−
∑
k

Λκikκbvk(b, i, r)

 Gb(r)

Fb(r)


 . (E.22)

This, of course, can be used to determine the action of vDHF(r) on any general spinor

as the DHF eigenspinors form a complete set. It should be clarified that the two-

component column matrices appearing here are not Dirac spinors.

E.7 Non-Locality and Asymptotic Behavior of the

DHF Potential

The DHF potential is a non-local potential; its effect on a spinor at a given radial

position r depends on the occupied spinors at radial positions other than r. However,

in the limit r → ∞ the DHF potential takes on the character of a local potential

which can be written as a simple function of r. To explore this, the limit of the

multipolar potentials vk(i, j, r) is first examined; vk(i, j, r) (along with an extra factor

of r) is split into two contributions

rvk(i, j, r) =
pk(i, j, r)

rk
+
qk(i, j, r)

r−(k+1)
,
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where

pk(i, j, r) =

∫ r

0

(r′)
k

[Gi(r
′)Gj(r

′) + Fi(r
′)Fj(r

′)] dr′,

qk(i, j, r) =

∫ ∞
r

(r′)
−(k+1)

[Gi(r
′)Gj(r

′) + Fi(r
′)Fj(r

′)] dr′.

The limit of pk(i, j, r) with k = 0 is easily found to be

lim
r→∞

p0(i, j, r) = δninjδκiκj .

For k > 0, the corresponding limit may or may not be finite. For qk(i, j, r) the limit

is seen to be

lim
r→∞

qk(i, j, r) = 0.

Evaluation of the respective terms of rvk(i, j, r) in the limit r → ∞ then requires

l’Hôpital’s rule; the first term (for k > 0) is

lim
r→∞

pk(i, j, r)

rk
= lim

r→∞

d
dr
pk(i, j, r)
d
dr
rk

= lim
r→∞

1

k
r [Gi(r)Gj(r) + Fi(r)Fj(r)] = 0 (k > 0),

where the last equality holds due to the requirement that the radial wavefunctions be

square-integrable (i.e., physically acceptable solutions to the radial Dirac equation).

The second term is evaluated similarly

lim
r→∞

qk(i, j, r)

r−(k+1)
= lim

r→∞

d
dr
qk(i, j, r)
d
dr
r−(k+1)

= lim
r→∞

1

k + 1
r [Gi(r)Gj(r) + Fi(r)Fj(r)] = 0,

Together these results imply

lim
r→∞

rvk(i, j, r) = δninjδκiκjδk0.
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With Eq. (E.22), it is then found that in the limit r →∞ the DHF potential has the

following action on the radial wavefunctions

vDHF(r)

 Gi(r)

Fi(r)

 →
∑
nbκb

(2jb + 1) (1− Λκi0κbδninbδκiκb)
1

r

 Gi(r)

Fi(r)


=

(
Nocc −

∑
nbκb

δninbδκiκb

)
1

r

 Gi(r)

Fi(r)

 , (E.23)

where

Nocc =
∑
nbκb

(2jb + 1) =
∑

nbκbmb

1 =
∑
b

1,

is the total number of electrons in the atom (the relation Λκi0κb = (2jb + 1)−1 δκiκb

for the angular factor was employed here). The summation over occupied orbitals

combined with the delta symbols in Eq. (E.23) reveals two possible scenarios

vDHF(r)

 Gi(r)

Fi(r)

→



Nocc − 1

r

 Gi(r)

Fi(r)

 if i is an occupied orbital

Nocc

r

 Gi(r)

Fi(r)

 if i is a virtual orbital

(E.24)

For the case in which i represents an occupied orbital the DHF potential is seen here

to give the proper asymptotic result—as r →∞ a given electron “feels” the Coulomb

repulsion from the remaining N − 1 electrons in the atom. It is apparent from the

second case in Eq. (E.24) that the virtual orbitals obtained from the DHF method

are not expected to provide an accurate representations of electron states (at least in

the limit r →∞).
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The non-local character of the DHF potential can be attributed to the exchange

part of the electron-electron interaction (which in turn is attributed to the antisym-

meterization requirement for the fermion system). The fact that the DHF potential

has the local character at r →∞ reflects the physical characteristic of the exchange

interaction that it tends to zero at large separation distances6

E.8 Single-Valence Systems and the V N−1 DHF Po-

tential

The atomic systems dealt with in Chapters 4 and 5—namely cesium, aluminum, and

gallium—are single-valence systems. The relative “stiffness” of the atomic core is a

key feature to which allows an effective description of these many-body systems. This

section discusses an appropriate lowest-order description of the single-valence systems

rooted in the DHF approximation.

To begin the discussion, a specific application is considered. Suppose that one is

interested in calculating the static Stark effect (i.e., interaction of an atom with a

static external field) for the ground state of lithium. Lithium represents the simplest

univalent system, having a single electron outside of the closed 1s core. With the

assumption that the electric field points along the z-axis, the second order energy

6Following through the derivation above to get the factor (Nocc − 1) it is found that the term
Nocc is obtained from direct term and −1 is obtained from the exchange term. The −1 just reflects
the cancellation of exchange terms gabba with the direct terms gabab for which a = b. Formally there
is no need to ever include such terms in the theory, and they consequently do not have any physical
significance (their inclusion is a matter of convenience). It is in this context that the exchange
interaction “tends to zero”.
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shift is given by

δE
(2)

1s22s1/2
= E2

∑
n

〈1s22s1/2|Dz|1s2np1/2〉〈1s2np1/2|Dz|1s22s1/2〉
E1s22s1/2 − E1s22p1/2

+E2
∑
n

〈1s22s1/2|Dz|1s2np3/2〉〈1s2np3/2|Dz|1s22s1/2〉
E1s22s1/2 − E1s22p3/2

, (E.25)

where Dz = −(z1 + z2 + z3) is the z-component of the electric dipole operator (the

subscripts 1, 2, 3 here corresponding to the three electrons of the system).7 This

expression omits highly suppressed contributions from intermediate states which have

a core-excited character (i.e., those which do not have a 1s2(nκ) configuration).

Numerical evaluation of Eq. (E.25) requires approximate atomic states and ener-

gies. An initial choice may be to use the DHF method for the ground state, in which

case one obtains the the set of occupied and virtual orbitals

{φ1s1/2 , φ2s1/2} (occupied),

{φ3s1/2 , φ4s1/2 , . . . }

{φ2p1/2 , φ3p1/2 , . . . }

{φ2p3/2 , φ3p3/2 , . . . }
...


(virtual),

and the wavefunctions appearing in Eq. (E.25) then being approximated by the ap-

propriate Slater determinants built from this orbital set. The corresponding approxi-

mate energies are then given by Eq. (E.12). From Eq. (E.24) of the previous section,

however, it can be seen that the DHF potential acting on a virtual orbital has the

7Note that the m-quantum numbers are suppressed here and in the following expressions for
clarity.
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improper asymptotic behavior as r →∞ (being an Nocc/r = 3/r Coulomb potential

as opposed to a 2/r Coulomb potential) and, consequently, it is expected that these

virtual orbitals do not appropriately represent the valence electron states as desired.

An alternative may be to calculate the DHF orbitals separately for each state in-

volved in Eq. (E.12). Each separate wavefunction would be a Slater determinant built

from the occupied orbitals of the resulting distinct sets. The previous expressions for

the matrix elements of one- and two-particle operators between Slater determinants,

Eqs. (E.7—E.9), would not be applicable in this case, and one would have to include

extra terms to account for the non-orthogonality of the orbitals of the separate sets.

Furthermore, the resulting approximate wavefunctions would then all be eigenfunc-

tions of a different Hamiltonian (as the DHF potentials for each would be different),

which is inconsistent with the perturbation theory formalism.8

For a moment it is worthwhile to consider the ground state of the Li+ ion—that

is, the 1s2 core with the valence electron removed. Qualitatively speaking, the closed

core is typically quite “stiff”, which is to say that it is relatively insusceptible to

external fields (this qualitative feature is why the core-excited contributions where

omitted from Eq. (E.25)). With this in mind, the lithium core is not expected to

be perturbed extensively by the additional presence of a valence electron, and in

particular, by which state it is in. Following this reasoning, the core states may

be assumed to be represented sufficiently well by the DHF orbitals of the Li+ ion.

Solving the DHF equations for the Li+ ion, one obtains the following set of occupied

8Furthermore, the approaches laid out in this paragraph and the previous paragraph involve the
DHF method applied to an open-shell system, which requires some additional considerations.
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and virtual orbitals

{φ1s1/2} (occupied)

{φ2s1/2 , φ3s1/2 , . . . }

{φ2p1/2 , φ3p1/2 , . . . }

{φ2p3/2 , φ3p3/2 , . . . }
...


(virtual)

The action of the DHF potential on the virtual orbitals in this case has the asymptotic

behavior corresponding to an Nocc/r = 2/r Coulomb potential, which is desired for

these orbitals to accurately represent valence electron states. Furthermore, the Slater

determinants built from these orbitals are orthonormal, making them a suitable basis

for a consistent perturbative treatment. The expressions for the matrix elements of

one- and two-particle operators between Slater determinants (Eqs. (E.7—E.9)) are

applicable (though one has to consider footnote 3 of Section E.3) and may be used

to reduce Eq. (E.25) in terms of single-particle matrix elements and energies,

δE
(2)

1s22s1/2
= E2

∑
n

〈2s1/2|z|np1/2〉〈np1/2|z|2s1/2〉
ε2s1/2 − εnp1/2

+E2
∑
n

〈2s1/2|z|np3/2〉〈np3/2|z|2s1/2〉
ε2s1/2 − εnp3/2

.

As the representation of the atomic state |1s22s1/2〉 includes more than the two “oc-

cupied” orbitals, the terminology “core” orbitals is now preferred to described the 1s

orbitals and “valence” orbital to describe the 2s orbital. In the context of perturba-

tion theory, it is still useful to refer to the remaining orbitals as “virtual” orbitals.

The arguments of this section extend to other single-valence systems as well. The

method described here, in which the atomic states are built from the DHF orbitals of
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the ionic core in the absence of the valence electron is referred to as the V N−1 DHF

method. The V N−1 DHF orbitals provide a particularly efficient starting point from

which further corrections to the atomic structure may be calculated; this is the topic

of the following section.

E.9 Beyond the V N−1 DHF Approximation: Cor-

relation Corrections

The V N−1 DHF approximation as described above is capable of providing a good

description of the gross structure of many-electron atomic systems. However, when

atomic calculations of reasonable accuracy are desired, it is typically found that the

DHF approximation alone will not suffice. In this section, corrections to the atomic

structure beyond the DHF approximation will be discussed. As atomic structure

theory diverges in many directions at this point, this discussion will be kept brief and

will emphasize only the general motives.

In the preceding sections the (V N−1) DHF method was introduced as a method

for finding approximate energies and wavefunctions (eigenspinors) for a single-valence

atomic system described by the Hamiltonian, Eq. (E.19),

H =
∑
q

[
−icαq ·∇q + βqc

2 + vnuc(rq)
]

+
∑
p<q

vee(rp, rq). (E.26)

The resulting approximate wavefunction—the DHF wavefunction ΨDHF
v —is a Slater

determinant composed of the single-particle DHF core orbitals and valence orbital v;

this wavefunction is an eigenfunction of the DHF Hamiltonian

HDHF =
∑
q

[
−icαq ·∇q + βqc

2 + vnuc(rq) + vDHF(rq)
]
, (E.27)
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with eigenvalues (DHF energies)

EDHF
v =

∑
a

εa + εv.

The exact Hamiltonian, Eq. (E.26), may be written in terms of the DHF Hamil-

tonian, Eq. (E.27), as

H = HDHF + V,

where

V =
∑
p<q

vee(rp, rq)−
∑
q

vDHF(rq).

Here it is plain to see that V may be regarded as a perturbation to the DHF system.

One may expand the exact wavefunctions and energies in orders of the perturbation

in the usual way,

Ψv = Ψ(0)
v + Ψ(1)

v + Ψ(2)
v + . . . ,

Ev = E(0)
v + E(1)

v + E(2)
v + . . . ,

given the associations Ψ
(0)
v = ΨDHF

v and E
(0)
v = EDHF

v . The higher order corrections

beyond the DHF approximation are referred to as correlation corrections. Correla-

tion corrections, in principle, may be determined by commencing with the standard

order-by-order perturbation evaluation seeded from the V DHF approximation. For ac-

curate calculations, however, the standard perturbation theory is usually augmented

by some means such that dominant higher order effects are included. In Chapter 5,

for example, the potential vDHF is replaced with vDHF + Σ (Σ being the non-local

“correlation potential”) to obtain a new set of single-particle orbitals, the so-called

Brueckner orbitals. Qualitatively, the Brueckner orbitals provide a better represen-

tation of the physical state than the DHF orbitals (namely for the valence orbital).
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As a different example, in Chapter 4 high-accuracy experimental data is employed

to account for important correlation corrections. Furthermore, high-accuracy ab ini-

tio matrix elements obtained from a coupled cluster approach were also used. The

coupled-cluster method will be discussed briefly in the following paragraphs.

The so-called correlation operator, χ, has the effect of producing the exact wave-

function when acting on the zeroth order (DHF) state,

Ψv = (1 + χ) Ψ(0)
v .

The correlation operator may be expanded in orders of the perturbation—i.e., χ =

χ(1) + χ(2) + . . .—in which case the following relation is realized (for n > 0),

Ψ(n)
v = χ(n)Ψ(0)

v .

To solve the conventional perturbation equations through a given order is to effectively

solve the correlation operator through that order (actually to obtain the energy to

a given order n only requires the correlation operator through the order n − 1).

Alternatively, one may choose to expand the correlation operator in terms of the

number of electron “excitations” from the DHF state, χ = χ[1]+χ[2]+· · ·+χ[N ], where

χ[1]ΨDHF
v , for instance, encapsulates the part of the exact wavefunction Ψv which is a

linear combination of all Slater determinants in which the valence or one core orbital

in ΨDHF
v is replaced with a virtual orbital. Similarly, χ[N ]ΨDHF

v encapsulates the part

of the exact wavefunction Ψv which is a linear combination of all Slater determinants

in which the valence and all core orbitals are replaced with virtual orbitals. Note the

difference between χ(n) and χ[n]: χ(n)ΨDHF
v is the correction to ΨDHF

v which is n-th

order in the perturbation (and includes all possible excitations), whereas χ[n]ΨDHF
v is

the correction to ΨDHF
v which involves n-electron excitations (and includes all orders
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of the perturbation).

In practice it is necessary (for all but the lightest atomic systems) to truncate the

expansion at some reasonable excitation-level, χ = χ[1] +χ[2] + · · ·+χ[n], with n < N .

As an example, taking the expansion χ = χ[1] + χ[2] results in the linearized coupled-

cluster singles-doubles (LCCSD) method.9 To numerically solve for χ[1] and χ[2]

requires an iterative procedure which is typically computationally-intensive. However,

the result is a correlation operator which takes single and double excitations into

account through all orders of perturbation theory, and it is known that the single

and double excitations account for the bulk of the correlation effects in single-valence

systems (see, e.g., Ref. [43]).

E.10 Matrix Elements of the Electric Dipole and

Hyperfine Interaction Operators

The ac Stark effect on the hyperfine structure, as derived in Chapter 3, depends on

matrix elements of the electric dipole operator D and (electronic) hyperfine interac-

tion operator T . In this section, expressions for matrix elements of the underlying

single-particle operators between the Dirac spinors of the form of Eq. (E.16) are

derived.

9The coupled-cluster method is formulated from the ansatz χ = {exp (S)}Normal, where it is the
cluster operator S = S[1] + S[2] + . . . which is truncated. The exponential expansion includes non-
linear terms in S. The linearized coupled-cluster method neglects these non-linear terms, in which
case χ[n] = S[n] follows. The { }Normal here indicates that the normal form of the operator in braces
is to be taken.
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The operators D and T are one-particle vector operators and may be written as

D = −
N∑
p=1

rp,

T =
N∑
p=1

t(rp). (E.28)

The spherical components of the single-particle operators r (the position vector) and

t may be written in terms of the rank-1 C-tensor components (Section B.3) as

rλ = rC1λ(θ, φ)

tλ = − i

r2
[α · LC1λ(θ, φ)] , (E.29)

where again α represents the Dirac matrices (Eq. (E.13)) and L is the orbital angular

momentum operator. The brackets around α · LC1λ(θ, φ) indicate that the orbital

angular momentum operator does not act beyond the C-tensor. (It is worth clarifying

that in Eqs. (E.28) the index p labels the electron number and in Eqs. (E.29) the index

λ corresponds to the spherical components (−1, 0, 1) of the vectors.)

Considering r first, the matrix elements between Dirac spinors φnκm(r) are given

by

〈n′κ′m′|rλ|nκm〉 =∫  iGn′κ′(r)Ωκ′m′(θ, φ)

Fn′κ′(r)Ω−κ′m′(θ, φ)


†

rC1λ(θ, φ)

 iGnκ(r)Ωκm(θ, φ)

Fnκ(r)Ω−κm(θ, φ)

 d3r. (E.30)

Upon expanding the integrand, the following angular integrals may be evaluated
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directly with the Wigner-Eckart theorem, Eq. (C.4),

∫ 2π

0

∫ π

0

Ω±κ′m′(θ, φ)C1λ(θ, φ)Ω±κm(θ, φ)sinθdθdφ =

(−1)j
′−m′

 j′ 1 j

−m′ λ m

 〈κ′||C1||κ〉, (E.31)

where j = jκ = j−κ (and similar for j′) and 〈κ′||Ck||κ〉 = 〈−κ′||Ck||−κ〉 are the

reduced matrix elements of the C-tensor given by Eq. (B.7). With the phase factor

and 3-j symbol factored out, the remaining part of Eq. (E.30) represents the reduced

matrix element of r. Explicitly, this is

〈n′κ′||r||nκ〉 = 〈κ′||C1||κ〉
∫ ∞

0

r [Gn′κ′(r)Gnκ(r) + Fn′κ′(r)Fnκ(r)] dr.

Selection rules of this matrix element follow from the selection rules of the matrix

element of the C-tensor—namely, l′+l = odd integer (parity) and |j′ − j| ≤ 1 (angular

momentum).

Now considering t, the matrix elements are given by (here the integrand has been

expanded)

〈n′κ′m′|tλ|nκm〉 =

∫
1

r2

{
Fn′κ′(r)Gnκ(r)Ω

†
−κ′m′(θ, φ) [σ · LC1λ(θ, φ)] Ωκm(θ, φ)

−Gn′κ′(r)Fnκ(r)Ω
†
κ′m′(θ, φ) [σ · LC1λ(θ, φ)] Ω−κm(θ, φ)

}
d3r.

Attention will initially be focused on the angular integrals

∫ 2π

0

∫ π

0

Ω†∓κ′m′(θ, φ) [σ · LCkλ(θ, φ)] Ω±κm(θ, φ)sinθdθdφ.

To analyze this, it is first worthwhile to consider the action of the orbital angular
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momentum operator on arbitrary (normalizable) functions f(θ, φ) and g(θ, φ) (here

the θ and φ dependence is made implicit for clarity)

L (fg) = −ir×∇ (fg) = −ir× [(∇f) g + f (∇g)] = (Lf) g + f (Lg) ,

where the explicit form L = −ir×∇ was used to emphasize the derivative character

of L. Following from this general result is the relation

[σ · LCkλ(θ, φ)] Ω±κm(θ, φ) = σ ·L [Ckλ(θ, φ)Ω±κm(θ, φ)]−Ckλ(θ, φ) [σ · LΩ±κm(θ, φ)] .

It is also useful to emphasize that σ · L is a Hermitian operator, which has the

implication

∫ 2π

0

∫ π

0

f †(θ, φ) [σ · Lg(θ, φ)] sinθdθdφ =

∫ 2π

0

∫ π

0

[σ · Lf(θ, φ)]† g(θ, φ)sinθdθdφ.

With these considerations, the angular integrals may be written

∫ 2π

0

∫ π

0

Ω†∓κ′m′(θ, φ) [σ · LCkλ(θ, φ)] Ω±κm(θ, φ)sinθdθdφ =∫ 2π

0

∫ π

0

[σ · LΩ∓κ′m′(θ, φ)]†Ckλ(θ, φ)Ω±κm(θ, φ)sinθdθdφ

−
∫ 2π

0

∫ π

0

Ω†∓κ′m′(θ, φ)Ckλ(θ, φ) [σ · LΩ±κm(θ, φ)] sinθdθdφ

In Eq. (B.6) it was shown that the spinor spherical harmonics Ωκm(θ, φ) are eigen-

spinors of σ ·L with the eigenvalues −(κ+ 1). Making use of this result, the angular
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integrals are found to be

∫ 2π

0

∫ π

0

Ω†∓κ′m′(θ, φ) [σ · LCkλ(θ, φ)] Ω±κm(θ, φ)sinθdθdφ =

± (−1)j
′−m′

 j′ k j

−m′ λ m

 (κ′ + κ) 〈−κ′||Ck||κ〉.

And it then follows that the reduced matrix element of t is given by

〈n′κ′||t||nκ〉 = (κ′ + κ) 〈−κ′||C1||κ〉
∫ ∞

0

1

r2
[Gn′κ′(r)Fnκ(r) + Fn′κ′(r)Gnκ(r)] dr.

Again the selection rules follow from the selection rules of the matrix element of the

C-tensor—namely, l′+l = even integer (parity) and |j′ − j| ≤ 1 (angular momentum).
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Appendix F

Finite Basis Sets Composed of

B-Splines

F.1 Introducing B-Splines

This appendix describes the role of B-splines in numerical evaluation of atomic many-

body problems. The discussion begins with an introduction of B-splines. A complete

description of B-splines is given in Refs. [18, 5].

A B-spline set consists of piecewise polynomial functions of order k,1

{B(k)
1 (x), B

(k)
2 (x), . . . , B(k)

n (x)},

where an individual B
(k)
i (x) is referred to as a B-spline. Aside from k, a particular

B-spline set also depends on the so-called knot sequence {t1, t2, . . . , tm}, where the m

1A polynomial p(k)(x) of order k has the form p(k)(x) = a0 + a1x + · · · + ak−1x
k−1, where the

ai are constants. Piecewise polynomials of order k have the above form, but with “constants” ai
which depend on the particular interval (for B-splines the intervals are determined by the values of
the knots in the knot sequence).
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“knots” satisfy

t1 ≤ t2 ≤ · · · ≤ tm. (F.1)

For a given knot sequence, the B-spline set of order 1 is defined by

B
(1)
i (x) =

 1 for ti ≤ x < ti+1

0 otherwise
, where i = 1, 2, . . . ,m− 1.

B-spline sets of higher orders are then defined by the recursion relation

B
(k)
i (x) =

x− ti
ti+k−1 − ti

B
(k−1)
i (x) +

ti+k − x
ti+k − ti+1

B
(k−1)
i+1 (x), where i = 1, 2, . . . ,m− k.

(F.2)

Note that the order k and number of knots m determine the number of B-splines n

in the set according to n = m−k (k < m is required). From this point the discussion

will be limited to a B-spline set of a given order k; as a consequence the notation

Bi(x) will suffice.

Each B-spline is non-negative; moreover each B-spline is non-zero only within an

interval spanning k knots. In particular,

Bi(x) > 0 for ti < x < ti+k,

Bi(x) = 0 for x < ti or x > ti+k,
(F.3)

(the value at points x = ti and x = ti+k may be either 0 or 1 and is determined by the

multiplicity of knots at those values; this is to be discussed below). Essentially, the

B-spline Bi(x) “starts” at the knot ti and “ends” at the knot ti+k, with a positive-

definite value between.

Following from Eq. (F.3), it is noted that only the B-splines Bi−k+1(x), Bi−k+2(x),

. . . , Bi(x) are non-zero within the interval ti ≤ x < ti+1. These B-splines have the
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property
i∑

j=i−k+1

Bj(x) = 1 for ti ≤ x < ti+1,

where k ≤ i ≤ n is assumed (such that the index j is not less than 1 or greater than

n). One is free to extend the summation to include all other B-splines (which do

not contribute within the given interval anyhow); subsequently generalizing to the

interval tk ≤ x < tn+1 gives

n∑
j=1

Bj(x) = 1 for tk ≤ x < tn+1.

It is apparent from Eq. (F.1) that the knots are not required to have distinct values.

The multiplicity of knots (that is, the number of knots) associated with a particular

value x0 is directly connected to the continuity properties of the B-splines at the

point x = x0. To begin the discussion a useful terminology is introduced: a function

regarded as class Cn has continuous derivatives up to the order n. In particular, C−1

refers to functions which themselves are discontinuous, C0 refers to functions which

are continuous but whose first derivatives are discontinuous, etcetera.2 Now suppose

a given B-spline Bl(x) “straddles” the point x0 (i.e., it is non-zero in the vicinity x0).

If µ represents the multiplicity of knots at x0 (µ ≤ k will be assumed3), then it can

be shown that Bl(x) is of continuity class Ck−µ−1 at x0. Now suppose that Bl(x)

“starts” on one of the knots at x0 (i.e., tl = x0); in this case Bl(x) effectively “sees”

only the knots ti with i ≥ l and its continuity properties follow accordingly. The case

2Within a region ti < x < ti+1, the B-splines are simple polynomials and are of class C(∞); thus
the discussion here is focused on continuity properties at the knot values.

3Strictly speaking, one may have µ > k; however, including “extra” knots beyond µ = k is to
simply include extra B-splines which are equivalent to zero. The expressions following Eq. (F.2)
assume that the knot-multiplicity at any point is limited to k.
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in which Bl “ends” on one of the knots at x0 is analogous. As an example, consider

the specific case

t1 = t2 = · · · = tk = 0,

corresponding to maximum multiplicity at x = 0. As the first B-spline, B1(x), starts

at t1, it effectively sees all k knots at x = 0 and is thus of class C−1 at x = 0 (i.e., it

is discontinuous); B2(x) effectively sees k − 1 knots and is of class C0 at the x = 0;

. . . ; and Bk(x) effectively sees 1 knot and is of class Ck−2 at x = 0. It is noted here

that for k ≥ 3 and knots having distinct values, the B-splines are continuous and

furthermore have continuous first derivatives.

Because of the general features associated with B-splines—such that they are

piecewise polynomials, they are non-negative, they are non-zero only over short inter-

vals, and they overlap only with nearby B-splines—they constitute both a convenient

and numerically efficient set of basis functions to work with (the “B” actually stands

for “basis”). With parameters chosen appropriately for a given problem, the B-spline

set may be regarded as a quasi-complete set of functions. That is, any appropriate

function may be suitably represented by an expansion over the B-splines.
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F.2 Finite Basis Set Solutions to the Radial Dirac

Equation

The radial Dirac equation, Eqs. (E.17, E.18), for a given angular symmetry κ may be

written4

 [v(r) + c2] c [d/dr − κ/r]

−c [d/dr + κ/r] [v(r)− c2]


 G(r)

F (r)

 = ε

 G(r)

F (r)

 . (F.4)

For the atomic many-body problem, which is of interest for this dissertation, the

potential is taken as v(r) = vnuc(r) + vDHF(r). The requirement that the solutions

represent physically acceptable states is encapsulated in the boundary conditions

G(r)|0,∞ = F (r)|0,∞ = 0. (F.5)

This radial Dirac equation may be derived from a variational theory, beginning with

the action S,

S =
1

2

∫ ∞
0

{
G(r)c

[
d

dr
− κ

r

]
F (r)− F (r)c

[
d

dr
+
κ

r

]
G(r)

+G2(r)
[
v(r) + c2

]
+ F 2(r)

[
v(r)− c2

]
−ε
[
G2(r) + F 2(r)

]}
dr,

One then seeks an extremum of S with respect to small variations in the radial

wavefunctions. From the variational perspective, ε is a Lagrange multiplier which

serves to ensure the variational constraint of normalization—i.e., δN = 0, where

4The consideration here is limited to bound state solutions and so G(r) and F (r) may be assumed
real.
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N =
∫∞

0
[G2(r) + F 2(r)] dr. The (lowest-order) variation of S is

δS =

∫ ∞
0

(
δG(r)

{[
v(r) + c2

]
G(r) + c

[
d

dr
− κ

r

]
F (r)− εG(r)

}
+δF (r)

{
−c
[
d

dr
+
κ

r

]
G(r) +

[
v(r)− c2

]
F (r)− εF (r)

})
dr

+
1

2
[G(r)δF (r)− F (r)δG(r)]

∣∣∣∣∞
0

. (F.6)

The boundary conditions, Eqs. (F.5), are to be treated as another variational con-

straint, which is to say δG(r)|0,∞ = δF (r)|0,∞ = 0. As a consequence, the last line

of Eq. (F.6) vanishes. To be an extremum, the variation δS must equal zero for all

possible variations δG(r) and δF (r) (subject to the constraints, of course). It follows

from Eq. (F.6) that this condition is satisfied only for

[
v(r) + c2

]
G(r) + c

[
d

dr
− κ

r

]
F (r)− εG(r) = 0,

−c
[
d

dr
+
κ

r

]
G(r) +

[
v(r)− c2

]
F (r)− εF (r) = 0.

Together, these two differential equations constitute the radial Dirac equation, Eq. (F.4).

One may attempt to solve the radial Dirac equation numerically by employing a

finite basis set. This method begins by expanding the large and small radial wave-

functions in terms of basis functions {li(r), si(r)},

 G(r)

F (r)

 =
2n∑
i=1

pi

 li(r)

si(r)

 , (F.7)

where the pi are expansion coefficients to be determined and the li(r) and si(r) are

real functions. For the radial wavefunctions to represent physically acceptable states
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the basis functions should satisfy

 li(r)

si(r)


∣∣∣∣∣∣∣
0,∞

= 0.

It is further assumed that li(r), si(r), dli(r)/dr, and dsi(r)/dr are continuous (from

r = 0+ on). Following from these assumptions and integration by parts, the functions

li(r) and si(r) can be seen to satisfy

∫ ∞
0

li(r)
dsj(r)

dr
dr +

∫ ∞
0

dli(r)

dr
sj(r)dr = li(r)sj(r)

∣∣∣∣∞
0

= 0. (F.8)

Furthermore, it is assumed that the basis functions {li(r), si(r)} are linearly inde-

pendent.

The action associated with the “trial function” {G(r), F (r)} of Eq. (F.7) is

S =
1

2

2n∑
i=1

2n∑
j=1

pipj (D + V +M − εN)ij ,
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where D, V , M , and N are real 2n× 2n matrices with elements5

Dij = c

∫ ∞
0

li(r)

[
d

dr
− κ

r

]
sj(r)dr − c

∫ ∞
0

si(r)

[
d

dr
+
κ

r

]
lj(r)dr,

Vij =

∫ ∞
0

v(r) [li(r)lj(r) + si(r)sj(r)] dr,

Mij = c2

∫ ∞
0

[li(r)lj(r)− si(r)sj(r)] dr,

Nij =

∫ ∞
0

[li(r)lj(r) + si(r)sj(r)] dr.

With Eq. (F.8) it can be seen that D is a symmetric matrix—i.e., Dji = Dij. It

is plain to see that V , M , and N are also symmetric. Furthermore, as the basis

functions are assumed to be linearly independent, the matrix N is non-singular and

the inverse matrix N−1 exists (and is symmetric as well). Note that if orthonormal

basis functions are chosen, N is simply the 2n × 2n identity matrix; this is by no

means a requirement though.

The next step in the finite basis set approach is to seek an extremum of S with

respect to small variations in the expansion coefficients; mathematically this is done

5It should be noted that the DHF potential vDHF(r) is a non-local potential and cannot be written
as simple function of r. Thus (VDHF)ij =

∫∞
0
vDHF(r) [li(r)lj(r) + si(r)sj(r)] dr would really be an

improper representation of the matrix element. A more appropriate representation would be

(VDHF)ij =
∫ ∞

0

(li(r) si(r)) vDHF(r)
(

lj(r)
sj(r)

)
dr.

It is also noted that the potential vDHF(r) must be known; it is typically found by solving DHF
equation by means of a finite difference method. One may then question the need for a finite basis
set solution; this is discussed in Section F.4.
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by demanding dS/dpk = 0 for all k = 1, . . . , 2n. Explicitly, this requirement is

dS

dpk
=

1

2

2n∑
i=1

2n∑
j=1

(piδkj + pjδki) (D + V +M − εN)ij

=
2n∑
j=1

pj (D + V +M − εN)kj = 0.

As this last relation must hold for all k = 1, . . . , 2n, one is free to multiply by (N−1)ik

and sum over k. With the additional matrix definition H = N−1 (D + V +M), the

requirement that dS/dpk = 0 for all k = 1, . . . , 2n can now be written as a standard

matrix eigenvalue equation

Hp̄ = εp̄,

where the eigenvector p̄ is the column matrix containing the expansion coefficients,

p̄ = {p1, p2, . . . , p2n}. As H is a 2n × 2n matrix, there will be 2n eigenvectors p̄

(which may be chosen orthonormal) with 2n associated eigenvalues ε.

In practice, one chooses appropriate basis functions to compose the finite basis

set, calculates the matrix elements of D, V , M , and N , and then solves the eigenvalue

equation to obtain the 2n eigenvalues and eigenvectors.

F.3 B-spline Basis Sets for the Radial Dirac Wave-

functions

With the exception of a few basic mathematical requirements, the basis functions

{li(r), si(r)} of the previous section were kept completely general. Basis functions

composed of B-splines have proven to be a numerically effective choice for the atomic

relativistic many-body problem and will be discussed here.
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Consider the B-spline set of order k ≥ 3 with knot sequence

t1 = · · · = tk = 0,

tk < tk+1 < · · · < tn−1 < tn,

tn+1 = · · · = tn+k = R.

The basis functions {li(r), si(r)} may be built up from this B-spline set as

 li(r)

si(r)

 =



 Bi(r)

0

 for 1 ≤ i ≤ n

 0

Bi−n(r)

 for n+ 1 ≤ i ≤ 2n

. (F.9)

Not all of the the basis functions here satisfy the assumptions made in the previous

section. Strictly speaking, one should omit basis functions {li(r), si(r)} with i =

1, n+ 1 (the first B-spline is non-zero at r = 0) and i = n, 2n (the last B-spline is not

continuous at r = R). It will temporarily be assumed that these basis functions have

been properly omitted.6

All of the B-splines are zero for r > R. Thus, this choice of basis set can be

regarded as an implementation of a variational constraint appropriate to the boundary

condition

G(r)|R = F (r)|R = 0.

6Being even more strict, the basis functions with i = n − 1, 2n − 1 should also be omitted as
the second to last B-spline has a discontinuous derivative a r = R. However if one is to follow
the interpretation that there is an infinite potential wall at r = R (as discussed in the following
paragraph), then such a discontinuity in the derivative is allowed. Mathematically, the integrals
should then be taken to have upper limit R− in place of ∞.
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This boundary condition is fitting for a potential v(r) which is infinite for r > R.

Thus one may speak of the finite basis set solutions as (approximate) solutions for an

electron (or atom) confined to a cavity of radius R. Evidently for the a finite basis

set solution to resemble an actual solution for the unconfined electron, a sufficiently

large radius R must chosen.

It is well-known that a variational finite basis set method applied to the Schrödinger

equation (i.e., the Rayleigh-Ritz method) yields eigenvalues that are bounded from be-

low by the lowest exact eigenvalue solutions (see, e.g., Ref. [53]). Subsequently adding

more basis functions (i.e., making the basis set more complete), can only cause the

eigenvalues to decrease in value (and, hence, become closer to the exact value). In

stark contrast to the Schrödinger equation, the Dirac equation allows a continuum of

negative-energy eigenvalue solutions (ε < −c2) corresponding to positron states. It

would be detrimental to the current relativistic variational method if the eigenvalues

approached the lowest exact eigenvalue (i.e., ε → −∞). Fortunately, this is not the

case, and the B-spline basis set (Eq. (F.9)) returns n negative energy eigenvalues

(with ε ∼ −c2) and n positive energy eigenvalues (with ε ∼ c2).7 The positive energy

solutions approximate the exact solutions for the electron in the cavity of radius R,

as desired.

A peculiarity which arises in the application of the B-spline basis set (Eq. (F.9))

is the appearance of so-called spurious states in the resulting positive energy spec-

trum.8 Spurious states appear as the lowest positive-energy solutions for κ > 0

angular symmetries. Such solutions do not correspond to any actual physical state

7A discussion regarding the bounds of the eigenvalues may be found in Ref. [56].

8The appearance of spurious states is not a peculiarity necessarily associated B-splines, but rather
with the particular form of the basis set of Eq. (F.9); see Ref. [72].
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(generally their radial wavefunctions oscillate “wildly”). One may choose to sim-

ply ignore such solutions—i.e., to throw these spurious states away. An alternative

method of handling this problem is to include the improper basis functions (i.e., the

ones with i = 1, n + 1 and i = n, 2n) and instead enforce the boundary conditions

by supplementing the action S with a boundary term Sbound [35].9 This method

effectively “pushes” the spurious states to the end of the spectrum where they are

then essentially unnoticed. (This is the method used for the numerical evaluations

presented in Chapters 4 and 5.) A third, more robust method, is to employ the so-

called dual kinetic balance B-spline basis set [72, 8]. This method replaces the zeros

in Eq. (F.9) with small “kinetically balanced” functions (such that si(r) ∼ li(r)/2c

or li(r) ∼ si(r)/2c). The resulting spectrum is then completely devoid of spurious

states.

F.4 Quasi-Completeness of the B-spline Basis Sets

To exemplify the utility of the B-spline basis set it is useful to consider, as in Section

E.8, the specific example of the static Stark effect. Here the ground state of the hy-

drogen atom will be considered, although the arguments of this section apply equally

well to the many-body systems. The second-order energy shift is given by10

δE
(2)
1s1/2

= E2
∑
iκ

〈φ1s1/2 |z|φiκ〉〈φiκ|z|φ1s1/2〉
ε1s1/2 − εiκ

, (F.10)

9Sbound, numerically speaking, serves more as an encouragement for the boundary conditions
than an enforcement. Furthermore, this method actually relies on numerical inaccuracies in the
evaluation of the matrix elements D1,1 and Dn+1,n+1, as these matrix elements are not actually
finite; see Ref. [8].

10Here i is used to represent the radial quantum number i = n − lκ, where n is the principal
quantum number (for the numerable bound states). Note that the lower limit on i is always 1. It
should also be noted that the angular quantum number m is suppressed in Eq. (F.10) for clarity.
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where the electric field has been taken in the z-direction. A fundamental tool used

in the derivation of the second-order perturbation expression is the closure relation

∑
iκ

|φiκ〉〈φiκ| = 1.

This closure relation expresses the fact that the states |φiκ〉 (the true eigenstates of

the Hamiltonian) form a complete basis set. This basis set includes the bound states

associated with energies ε < c2 (these are infinite in number given atomic potentials)

as well as the innumerable continuum states associated with energies ε ≥ c2. In prin-

ciple, a numerical evaluation of Eq. (F.10) involves calculating the matrix elements

and performing a direct summation over the entire basis. In several applications of

perturbation theory, the majority of the entire summation is accounted for by only a

handful of terms and a truncation of the summation at the lowest few bound states

does not concede much in terms of accuracy. For other applications, such as the

present example, such a truncation omits important effects of the remaining bound

and continuous spectrum. In these cases, the direct summation method becomes

problematic due to the infinite number of bound and innumerable continuum inter-

mediate states.

With an appropriate choice of parameters, the B-spline basis set is quasi-complete

and provides an effective means to overcome the this dilemma. With the variational

method described above, the B-spline basis set yields n positive energy solutions to

the Hamiltonian for each angular symmetry κ (tildes are now used to distinguish the
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B-spline basis set solutions from the exact solutions)11

|φ̃iκ〉, ε̃iκ where i = 1, . . . , n . (F.11)

If R is chosen large enough (such that it is effectively infinity) and n is chosen large

enough (such that the B-spline basis set is indeed essentially complete), then the

lowest positive-energy solutions will closely match the corresponding exact bound

state solutions (i.e., |φ̃iκ〉 ' |φiκ〉 and ε̃iκ ' εiκ).
12 Progressing towards the higher-

energy end of the spectrum, one notices that the states begin to lose resemblance

with the exact states. In particular, the energy spectrum remains quantized and

well-separated, even into the region ε̃iκ ≥ c2 (after all, these can be thought of as

solutions to the atom in a cavity, which has only bound states).

The states |φ̃iκ〉 themselves form a quasi-complete basis set and can be used in

Eq. (F.10) in place of the exact eigenstates (likewise the energies ε̃iκ are to be used

in place of the exact energies). Thus, the summation over an innumerable spectrum

is replaced with a summation over just n states for each angular symmetry κ,

δE
(2)
1s1/2

= E2
∑
κ

n∑
i=1

〈φ̃1s1/2|z|φ̃iκ〉〈φ̃iκ|z|φ̃1s1/2〉
ε̃1s1/2 − ε̃iκ

.

In this particular case, the summation over κ is limited by angular and parity selection

rules to only κ = 1,−2 symmetries (i.e., p1/2,3/2); in the general case, however, it is

often necessary to truncate κ appropriately. As the Dirac equation is angularly-

11There may be less than n positive energy solutions if the first and last B-splines are omitted
from the set and if a spurious state is thrown out as described in the previous section.

12The particular choice of knot sequence also has a significant impact on the efficiency of the
B-spline basis set. In particular, the knots are usually “bunched” up nearer to the origin as this is
where the radial wavefunctions (of the lowest energy states) oscillate the most.
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decoupled, a different B-spline basis set may be employed for each κ (in particular,

n could be different for each κ).

Thus, the true power of the B-spline basis set is that it is capable of providing

an accurate representation of the true low-energy bound spectrum (eigenstates as

well as energies) with a one-to-one correspondence while simultaneously forming a

quasi-complete basis set which accounts for the entire true spectrum, both bound

and continuous.
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Appendix G

The Zeeman Effect and the

Quantizing Magnetic Field

G.1 The Zeeman Effect

This appendix considers the Zeeman effect, which describes the perturbation of an

atom in a static uniform magnetic field. With the magnetic field assumed to be in

the z-direction—i.e., B = Bêz—this perturbation is given by

VZee = −B · (µ+ M) = −B (µz +Mz) ,

where µ is the magnetic dipole operator acting in the nuclear subspace (introduced in

Chapter 2) and M is the magnetic dipole operator acting in the electronic subspace.

What will be of interest here are the matrix elements of VZee between the states |FM〉

of the model space (see Chapter 2; throughout this appendix, the quantum numbers

γIJ associated with the model space are explicit only where necessary). Employing
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relations from Appendix C, these matrix elements may be written

〈F ′M ′|VZee|FM〉 = −B (−1)F
′−M ′

 F ′ 1 F

−M ′ 0 M

 〈F ′|| (µ+ M) ||F 〉

= −B (−1)F
′−M ′

 F ′ 1 F

−M ′ 0 M

√(2F ′ + 1)(2F + 1)

×

(−1)I+J+F+1

 F ′ 1 F

I J I

 〈I||µ||I〉
+ (−1)I+J+F ′+1

 F ′ 1 F

J I J

 〈J ||M||J〉
 . (G.1)

The reduced matrix element 〈I||µ||I〉 appearing above was expressed in terms of

the nuclear gyromagnetic ratio gI and the nuclear magneton µN (µN = e~/2mpc =

α/2mp) in Eq. (2.4); that expression is repeated here:

〈I||µ||I〉 =
√
I(I + 1)(2I + 1)gIµN. (G.2)

In a similar spirit, the reduced matrix element 〈J ||M||J〉 may be expressed in terms

of the electronic gyromagnetic ratio gJ and the Bohr magneton µB

〈J ||M||J〉 = −
√
J(J + 1)(2J + 1)gJµB, (G.3)

where the difference in sign is conventional.1 (The Bohr magneton is given by µB =

1Actually, there is some discrepancy between authors in defining the nuclear gyromagnetic ratio
gI . Some include a negative sign or even use the Bohr magneton in favor of nuclear magneton in
Eq. (G.2). On the other hand, Eqs. (G.3, G.4) are the accepted relation for the gyromagnetic ratios
gJ and gF .
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e~/2mec = α/2; note that the Bohr magneton is defined with the electron mass in

the denominator whereas the nuclear magneton is defined with the proton mass in

the denominator.) The diagonal reduced matrix elements 〈F || (µ+ M) ||F 〉 can also

be given an appropriate expression in terms of gyromagnetic ratio gF and µB

〈F || (µ+ M) ||F 〉 = −
√
F (F + 1)(2F + 1)gFµB. (G.4)

From the expressions above, it can be seen that gF can be written in terms of gI and

gJ as

gF = (−1)I+J+F

√
(2F + 1)

F (F + 1)


 F 1 F

I J I

√I(I + 1)(2I + 1)gI

(
µN

µB

)

−

 F 1 F

J I J

√J(J + 1)(2J + 1)gJ

 .

Evaluation of the 6-j symbols here give the simplified result

gF = −F (F + 1) + I(I + 1)− J(J + 1)

2F (F + 1)
gI

(
µN

µB

)
+
F (F + 1) + J(J + 1)− I(I + 1)

2F (F + 1)
gJ (G.5)

It is found that the diagonal matrix elements can be expressed as

〈FM |VZee|FM〉 = BgFµBM.

It may also be noted that if the Zeeman interaction VZee is only to be considered

within the model space (in which case it is defined completely by the matrix elements
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of Eq. (G.1)),then the VZee may be written2

VZee = −gIµNI ·B + gJµBJ ·B.

The factor µN/µB appearing in Eq. (G.5) is equivalent to the electron-to-proton

mass ratio, µN/µB = me/mp ∼ 10−4. Thus the contribution from the nuclear mag-

netic dipole moment is highly suppressed compared to the contribution from the

electronic magnetic dipole moment. Furthermore, if the states |FM〉 are approx-

imately eigenfunctions of L2 and S2, then in the non-relativistic limit (in which

M→ −α/2(L + 2S)) gJ takes the simple form

gJ = 1 +
J(J + 1)− L(L+ 1) + S(S + 1)

2J(J + 1)
.

In particular, for a state with 2S1/2 symmetry (L = 0, S = 1/2, J = 1/2) gJ = 2, and

for a state with 2P1/2 symmetry (L = 1, S = 1/2, J = 1/2) gJ = 2/3.

As µ and M are spherical tensor (vector) operators, the z-component of each,

and therefore VZee as well, commute with Fz. As a consequence, the matrix elements

〈F ′M ′|VZee|FM〉 are diagonal in the M quantum numbers; this is ensured by the

selection rule −M ′ + M = 0 associated with the 3-j symbol of Eq. (G.1). However,

2This follows from the Wigner-Eckart theorem specific to vectors, in which one may find that
(here M may represent any vector operator acting in the J-space)

〈JM ′J |M|JMJ〉 =
〈J ||M||J〉√

J(J + 1)(2J + 1)
〈JM ′J |J|JMJ〉.

If one is only interested in matrix elements which are also diagonal in F , then VZee may further be
written VZee = gFµBF · B. With this, it is noted that the factors appearing in Eq. (G.5) may be
regarded as arising from the operators

F 2 + I2 − J2

2F 2
=

I · F
F 2

,
F 2 + J2 − I2

2F 2
=

J · F
F 2

,

which qualitatively represent the projections of I and J onto the axis of F.
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VZee does not commute with F 2, and therefore 〈F ′M |VZee|FM〉 are generally non-zero

for F ′ 6= F . An order-of-magnitude estimate of the matrix elements is given by

|〈F ′M ′|VZee|FM〉| ∼ BµBδM ′M .

G.2 The Quantizing Magnetic Field

In Chapter 2 it was argued that, due to the fact that F commutes with Vhfi as well as

Helec, the states |FM〉 spanning the degenerate model space represent the good zeroth

order states to be used in the perturbative analysis. However, in the presence of the

plane electromagnetic wave (VE1), the total Hamiltonian H = Helec + Vhfi + VE1 no

longer commutes with F; this is evident by the appearance of geometrical parameters

θk and θp (as well as associated axial and tensor polarizabilities) in Eq. (3.22), which

indicate a dependence of the system on a particular orientation in space. If the per-

turbation due to the electromagnetic wave is much smaller than the perturbation due

to the hyperfine interaction (Vhfi � VE1), then F is approximately a good quantum

number. However, as Vhfi itself does not split the degeneracy in the M substates, M

in general does not remain a good quantum number the presence of VE1. In practice,

however, an external uniform magnetic field may be applied in the z-direction to

effectively ensure that M may indeed be treated as a good quantum number. The

perturbation associated with this magnetic field, VZee, is an intermediate perturbation

(Vhfi � VZee � VE1) such that F still remains a good quantum number. As in the

previous section, it is assumed that the magnetic field is in the z-direction.

In the absence of the magnetic field and the plane electromagnetic wave, the

degenerate energy level E is split by the hyperfine interaction into distinct hyperfine

levels E+[δEF ]hfi given by the quantum number F , with each F -level being (2F +1)-



160

fold degenerate. Turning on the static magnetic field lifts this degeneracy, and the

subsequent level shifts may be taken as perturbations on top of the hyperfine levels.

As [Fz, VZee] = 0, the states |FM〉 are taken as the good states, and the leading effects

are given by the usual first and second order perturbation expressions3

[δEFM ]Zee = 〈FM |VZee|FM〉+
∑
F ′ 6=F

〈FM |VZee|F ′M〉〈F ′M |VZee|FM〉
[δEF ]hfi − [δEF ′ ]hfi

,

where, for the second order effect, only dominant terms involving the relatively small

hyperfine energy intervals in the denominator are considered. The first order term

here is given by Eq. (G.4), namely

〈FM |VZee|FM〉 = BgFµBM.

The second order terms incorporate “mixing” of the various hyperfine levels, and

therefore effectively give the degree to which F remains a good quantum number.

The degree of this mixing can be estimated by BµB/|Ahfi|, where Ahfi is the hyperfine

structure constant giving the scale of the hyperfine energy splittings. If BµB/|Ahfi| �

1, then F may be treated as a good quantum number.

In a similar fashion, the effect of the plane electromagnetic wave can then be

taken as a perturbation on top of the Zeeman-split hyperfine levels. The lowest order

3There is a subtlety here. For this perturbation expression the “zeroth” order energies (appearing
in the denominator) are taken as the hyperfine-shifted energies, whereas the zeroth order states
(appearing in the numerator) are the unperturbed states (i.e., not the true hyperfine states). For
the estimates of this section, this inconsistency is acceptable; the perturbation formalism of Chapter
3, however, is more consistent.
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expressions are

[δEFM ]E1 = 〈FM |H(0,2)|FM〉+
∑
M ′ 6=M

〈FM |H(0,2)|FM ′〉〈FM ′|H(0,2)|FM〉
[δEFM ]Zee − [δEFM ′ ]Zee

, (G.6)

where only dominant terms which include the small Zeeman energy intervals in the

denominator are considered. The operator H(0,2) is defined by Eq. (3.7) and has

matrix elements given by Eq. (3.9). In a similar fashion as for quantum number F

above, the second term here can be used to gauge the degree to which M remains a

good quantum number. In particular, if E2|αa,T
F |/BµB � 1, then M remains a good

quantum number. Note that the scalar polarizability is not considered in this ratio,

as the scalar part does not mix states of different M -quantum numbers.
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