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Numerous theories extending beyond the stan-
dard model of particle physics predict the exis-
tence of bosons [1–10] that could constitute the
dark matter (DM) permeating the universe. In
the standard halo model (SHM) of galactic dark
matter the velocity distribution of the bosonic
DM field defines a characteristic coherence time
τc. Until recently, laboratory experiments search-
ing for bosonic DM fields have been in the regime
where the measurement time T significantly ex-
ceeds τc [11–25], so null results have been inter-
preted as constraints on the coupling of bosonic
DM to standard model particles with a bosonic
DM field amplitude Φ0 fixed by the average lo-
cal DM density. However, motivated by new
theoretical developments [26–31], a number of
recent searches [32–38] probe the regime where
T � τc. Here we show that experiments operating
in this regime do not sample the full distribution
of bosonic DM field amplitudes and therefore it
is incorrect to assume a fixed value of Φ0 when
inferring constraints on the coupling strength of
bosonic DM to standard model particles. Instead,
in order to interpret laboratory measurements
(even in the event of a discovery), it is necessary
to account for the stochastic nature of such a viri-
alized ultralight field (VULF) [39, 40]. The con-
straints inferred from several previous null exper-
iments searching for ultralight bosonic DM were
overestimated by factors ranging from 3 to 10 de-
pending on experimental details, model assump-
tions, and choice of inference framework.

It has been nearly ninety years since strong evidence of
the missing mass we label today as dark matter was re-
vealed [41], and its composition remains one of the most
important unanswered questions in physics. There have
been many DM candidates proposed and a broad class
of them, including scalar (dilatons and moduli [1–4]) and
pseudoscalar particles (axions and axion-like particles [5–
10]), can be treated as an ensemble of identical bosons,
with statistical properties of the corresponding fields de-

scribed by the SHM [42, 43]. In this work, our model of
the resulting bosonic field assumes that the local DM is
virialized and neglects non-virialized streams of DM [44],
Bose-Einstein condensate formation [45–47], and possi-
ble small-scale structure such as miniclusters [48, 49]. To
date it is typical to ignore such DM structure when cal-
culating experimental constraints, and we demonstrate
the general weakening of inferred constraints due to the
statistical properties of the VULF within this isotropic
SHM DM model. We note that including sub-halo struc-
ture [50, 51], the formation of which is demonstrated in
Refs. [52–54], can also affect experimental constraints.

During the formation of the Milky Way the DM con-
stituents relax into the gravitational potential and ob-
tain, in the galactic reference frame, a velocity distri-
bution with a characteristic dispersion (virial) velocity
vvir ≈ 10−3c and a cut-off determined by the galactic es-
cape velocity. Following Refs. [39, 40] we refer to such
virialized ultralight fields, φ(t, r), as VULFs, emphasiz-
ing their SHM-governed stochastic nature. Neglecting
motion of the DM, the field oscillates at the Compton
frequency fc = mφc

2h−1. However, there is broaden-
ing due to the SHM velocity distribution according to
the dispersion relation for massive nonrelativistic bosons:
fφ = fc + mφv

2(2h)−1. The field modes of different fre-
quency and random phase interfere with one another re-
sulting in a net field exhibiting stochastic behavior. The
dephasing of the net field can be characterized by the

coherence time 1 τc ≡
(
fcv

2
vir/c

2
)−1

[55].
While the stochastic properties of similar fields have

been studied before, for example in the contexts of sta-
tistical radiophysics, the cosmic microwave background,
and stochastic gravitational fields [56], the statistical
properties of VULFs have only been explored recently.
The 2-point correlation function, 〈φ(t, r)φ(t′, r′)〉, and

1 We note that there is some ambiguity in the definition of the
coherence time, up to a factor of 2π, and adopt that which was
used in the majority of the literature. See the discussion in the
Supplementary Material.
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FIG. 1. Simulated VULF based on the approach in Ref. [40]
with field value φ(t) and time normalized by ΦDM and coher-
ence time τc respectively. The inset plot displays the high-
resolution coherent oscillation starting at t = 0.

corresponding frequency-space DM “lineshape” (power
spectral density, PSD) were derived in Ref. [40], and red-
erived in the axion context by the authors of Ref. [51].
While Refs. [40, 51] explicitly discuss data-analysis im-
plications in the regime of the total observation time T
being much larger than the coherence time, T � τc, de-
tailed investigation of the regime T � τc has been lacking
(although we note that Ref. [51] includes a brief discus-
sion of the change in sensitivity 2 in this regime).

Here we focus on this regime, T � τc, characteris-
tic of experiments searching for ultralight (pseudo)scalars
with masses . 10−13 eV [32–38] that have field coherence
times & 1 day. This mass range is of significant interest
as the lower limit on the mass of an ultralight particle
extends to 10−22 eV and can be further extended if it
does not make up all of the DM [26]. Additionally, there
has been recent theoretical motivation for “fuzzy dark
matter” in the 10−22 − 10−21 eV range [26–29] and the
so-called string “axiverse” extends to 10−33 eV [30]. Sim-
ilar arguments also apply to dilatons and moduli [31].

Figure 1 shows a simulated VULF field, illustrating
the amplitude modulation present over several coherence
times. At short time scales (� τc) the field coherently os-
cillates at the Compton frequency, see the inset of Fig. 1,
where the amplitude Φ0 is fixed at a single value sampled
from its distribution. An unlucky experimentalist could
even have near-zero field amplitudes during the course of
their measurement.

On these short time scales the DM signal s(t) exhibits

2 The authors discuss the change of sensitivity due to coherent
averaging of the signal in the T � τc regime, T 1/4 → T 1/2, in
their Appendix E. There is no mention of how the velocity and
amplitude distributions would impact the derived limits.

a harmonic signature,

s(t) = γξφ(t) ≈ γξΦ0 cos(2πfφt+ θ) , (1)

where γ is the coupling strength to a standard-model field
and θ is an unknown phase. Details of the particular ex-
periment are accounted for by the factor ξ. In this regime
the amplitude Φ0 is unknown and yields a time-averaged
energy density 〈φ(t)2〉T�τc = Φ2

0/2. However, for times
much longer than τc the energy density approaches the
ensemble average determined by 〈Φ2

0〉 = Φ2
DM. This field

oscillation amplitude is estimated by assuming that the
average energy density in the bosonic field is equal to the
local DM energy density ρDM ≈ 0.4 GeV/cm3, and thus
ΦDM = ~(mφc)

−1√2ρDM.
The oscillation amplitude sampled at a particular time

for a duration� τc is not simply ΦDM, but rather a ran-
dom variable whose sampling probability is described by
a distribution characterizing the stochastic nature of the
VULF. Until recently, most experimental searches have
been in the mφ � 10−13 eV regime with short coherence
times τc � 1 day. However, for smaller boson masses
it becomes impractical to sample over many coherence
times: for example, τc & 1 year for mφ . 10−16 eV. As-
suming the value Φ0 = ΦDM neglects the stochastic na-
ture of the bosonic dark matter field [32–38].

The net field φ(t) is a sum of different field modes with
random phases. The oscillation amplitude, Φ0, results
from the interference of these randomly phased oscillat-
ing fields. This can be visualized as arising from a ran-
dom walk in the complex plane, described by a Rayleigh
distribution [51]

p(Φ0) =
2Φ0

Φ2
DM

exp

(
− Φ2

0

Φ2
DM

)
, (2)

analogous to that of chaotic (thermal) light [57]. This dis-
tribution implies that ≈ 63% of all amplitude realizations
will be below the r.m.s. value ΦDM. Equation (2) [51]
is typically represented in its exponential form [50] (see
Supplementary Material), and is well sampled in the
T � τc regime. However, this stochastic behavior should
not be ignored in the opposite limit.

We refer to the conventional approach assuming Φ0 =
ΦDM as deterministic and approaches that account for
the VULF amplitude fluctuations as stochastic. To com-
pare these two approaches we choose a Bayesian frame-
work and calculate the numerical factor affecting cou-
pling constraints, allowing us to illustrate the effect on
exclusion plots of previous deterministic constraints [32–
38]. It is important to emphasize that different frame-
works to interpret experimental data than presented here
can change the magnitude of this numerical factor [58–
61], see Supplementary Material for a detailed discussion.
In any case, accounting for this stochastic nature will
generically relax existing constraints as we show below.
Establishing constraints on coupling strength — We

follow the Bayesian framework [62] (see application to
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VULFs in Ref. [40]) to determine constraints on the
coupling-strength parameter γ. Bayesian inference re-
quires prior information on the parameter of interest to
derive its respective posterior probability distribution, in
contrast to purely likelihood-based inference methods.
The central quantity of interest in our case is the pos-
terior distribution for possible values of γ, derived from
Bayes theorem,

p(γ|D, fφ, ξ) = C
∫
p(γ,Φ0)L(D|γ,Φ0, fφ, ξ)dΦ0 . (3)

The left-hand side of the equation is the posterior distri-
bution for γ, where D represents the data, and the Comp-
ton frequency fφ is a model parameter. C is the normal-
ization constant, and the likelihood L(· · · ) is the proba-
bility of obtaining the data D given that the model and
prior information, such as those provided by the SHM,
are true. The integral on the right-hand side accounts
for (marginalizes over) the unknown VULF amplitude
Φ0, which we assume follows the Rayleigh distribution
described by Eq. (2). For the choice of prior p(γ,Φ0) we
use what is known as an objective prior [63]: the Berger-
Bernardo reference prior 3 [65]. Results from Bayesian
inference are sensitive to the choice of prior [65], and we
find better agreement with frequentist based approaches
when using an objective prior rather than a uniform prior
p(γ) = 1 (see Supplementary Material).

It is important to note that experiments searching
for couplings of VULFs to fermion spins (axion “wind”
searches) are sensitive not only to the amplitude of the
bosonic filed but also to the relative velocity between the
laboratory and the VULF, which stochastically varies on
a time scale ≈ τc [15]. The signal due to the axion wind is
proportional to the projection of this stochastically vary-
ing velocity onto the sensitive axis of the experiment. Ac-
counting for the stochastic nature of the relative velocity
increases the uncertainty of the derived coupling strength
for a given measurement. Axion-wind experiments can
also utilize the daily modulation of this projection, due
to rotation of the Earth, to search for signals with an os-
cillation period much longer than the measurement time
T � 1/fφ. The unknown initial phase θ of the VULF
sets the amplitude of this daily oscillation and also needs
to be marginalized over. We describe how we account for
stochastic variations of velocity and daily modulation in
the relevant experiments [32–35] in the Supplementary
Material and focus solely on the stochastic variations of
the amplitude, Φ0, here.

Using the posterior distribution, p(γ|D, fφ, ξ), one can
set constraints on the coupling strength γ. Such a con-
straint at the commonly employed 95% confidence level

3 This approach is equivalent to starting with the marginal like-
lihood

∫
dΦ0p(Φ0)L(· · · ) and using Jefferey’s prior to calculate

the posterior [64]. See details in the Supplementary Material.
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FIG. 2. Posterior distributions for the coupling strength γ in
the deterministic and stochastic treatments, Eqs. (5) and (6)
respectively. Due to the fat-tailed shape of the stochastic
posterior one can clearly see the 95% limit is larger with
γstoch
95% /γdet

95% ≈ 3.0. The assumed value of the data is at the

95% detection threshold Adt =
√

− ln (1 − 0.95) (see text).

(CL), γ95%, is given by

∫ γ95%

0

p(γ|D, fφ, ξ)dγ = 0.95 . (4)

The posteriors in both the deterministic and stochastic
treatments are derived in the Supplementary Material.
In short, the two posteriors differ due to the marginal-
ization over Φ0 for the stochastic case, see the integral of
Eq. (3). Assuming white noise of variance σ2 and that
the data are in terms of excess amplitude A (observed
Fourier amplitude divided by expected noise, an analog
to the excess power statistic) we can derive the posterior
for excess signal amplitude As. The posteriors are

pdet(As|A) ∝ p(As)2A exp
(
−A2 −A2

s

)
I0 (2AAs) , (5)

pstoch(As|A) ∝ p(As)
2A

(1 +A2
s)

exp

(
− A2

1 +A2
s

)
. (6)

Here As ≡ γ × ξΦDM

√
N/(2σ), I0(x) is the modified

Bessel function of the first kind, and p(As) is effec-
tively the prior on γ. In Fig. 2 we plot the normalized
posteriors assuming A at the 95% detection threshold
Adt =

√
− ln (1− 0.95) and using Berger-Bernardo ref-

erence priors for p(As); we compare other choices of prior
in the Supplementary Material. The derivation relies on
the discrete Fourier transform for a uniform sampling
grid of N points and the assumptions of the uniform grid
and white noise can be relaxed [40].

Examination of Eqs. (5), (6) and Fig. 2 reveals that
the fat-tailed stochastic posterior is much broader than
the Gaussian-like deterministic posterior. It is clear that
for the stochastic posterior, the integration must extend
considerably further into the tail, leading to larger values
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of γ95% and thereby to weaker constraints, γstoch95% > γdet95%.
Explicit evaluation of Eq. (4) with the derived posteriors
results in a relation between the constraints

γstoch95% ≈ 3.0 γdet95% , (7)

where the numerical value of the correction factor de-
pends on CL and assumed value of A (the factor increases
for higher CL and decreases for smaller A).

This correction factor becomes ≈ 10 when derived us-
ing a uniform prior, as discussed in the Supplementary
Material. However, the result obtained with the uniform
prior is not invariant under a change of variables (e.g.
from excess amplitude to power). Additionally, using the
objective prior yields better agreement with frequentist-
based results of a factor ≈ 2.7. For the pseudoscalar cou-
pling, the additional stochastic parameters (field velocity
and phase) increase this factor up to ≈ 8.4 as shown in
the Supplementary Material.

Ultralight DM candidates are theoretically well mo-
tivated and an increasing number of experiments are
searching for them. Most of the experiments with pub-
lished constraints thus far are haloscopes, sensitive to the
local galactic DM and affected by Eq. (7). However, ex-
periments that measure axions generated from a source,
helioscopes or new-force searches, for example, do not fall
under the assumptions made here. We illustrate how the
existing constraints have been affected in Fig. 3 and pro-
vide more detailed exclusion plots for the axion-nucleon
coupling gaNN [32–34, 66] and for dilaton couplings [36–
38] in the Supplementary Material.
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FIG. 3. The modified constraint, green line, based on the
stochastic approach compared to previous laboratory con-
straints, gray line, based on the deterministic approach for the
axion-nucleon coupling strength gaNN [32–34, 66]. The black
line represents a constraint from a new-force search using a
K-3He comagnetometer [66], unaffected by the local galactic
properties of DM.

Figure 3 shows that a few previously published con-
straints for the axion-nucleon coupling [32–34] no longer

constrain new parameter space with respect to the new
force constraint at ≈ 10−4 GeV−1 [66].

Conclusion – To interpret the results of an experiment
searching for bosonic DM in the regime of measurement
times smaller than the coherence time, stochastic prop-
erties of the net field must be taken into account. An ac-
curate description accounts for the Rayleigh-distributed
amplitude Φ0, where the variation is induced by the ran-
dom phases of individual virialized fields. Accounting
for this stochastic nature yields a correction factor of
≈ 2.7 − 10, relaxing existing experimental bosonic DM
constraints in this regime. In the event of a bosonic DM
discovery, the stochastic properties of the field would
result in increased uncertainty in the determination of
coupling strength or local average energy density in this
regime.

It is important to note that observational knowledge
of the local distribution of DM can constrain stochastic
behavior of the amplitude (energy density). The smallest
features observed so far are on the order of ≈ 10 pc [67]
(corresponding to a mφ ≈ 10−21 eV coherence length),
however the analysis in Ref. [67] performs radial averages
which would remove the stochastic variation discussed in
this paper.

Data Availability – All conclusions made in this pa-
per can be reproduced using the information presented in
the manuscript and/or Supplementary Material. Addi-
tional information is available upon reasonable request to
the corresponding author. For access to the experimen-
tal data presented here please contact the corresponding
authors of the respective papers.
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I. CALCULATING THE EXCLUSION PLOT REVISION FACTOR

Ultralight dark matter fields are composed of a large number of individual modes with randomized phases. Thus,
as noted in the main text, due to the central-limit theorem, such virialized ultra light fields (VULFs) belong to a
broad class of Gaussian random fields that are encountered in many subfields of physics. The statistical properties of
such fields are fully described by the two-point correlation functions in the time domain or power-spectral densities
in frequency space. A VULF-specific discussion is presented in Ref. [1].

Here we consider ultralight dark matter searches in the regime where the observation time T is shorter than the
coherence time τc of dark matter field. Because the VULF oscillations are nearly coherent on these short time scales,
the VULF-generated signal s(t) in a detector can be described by an oscillatory function

s(t) = γξφ(t) = γ ξΦ0 cos(2πfφt+ θ) . (1)

Here fφ is the field frequency (specific to a particular realization of the VULF as the Compton frequency, fc, is
Doppler shifted by the relative motion with respect to the detector, fφ = fc +mφv

2/(2h)), θ is an unknown yet fixed
phase, ξ is a constant determined by the details of the experiment, and γ is a coupling strength that is, assuming a
null result, to be constrained by the measurement. We fix the amplitude of the DM field to be positive, Φ0 ≥ 0 and
the phase θ of the field to lie in the range [0− 2π). The coupling strength γ can have an arbitrary sign.

In the conventional approach, the DM field amplitude Φ0 is fixed to its root-mean-square value ΦDM, defined
in the main main body of the paper. We refer to such an approach as deterministic. The key issue is that for a
given experimental run T � τc, the value of the VULF amplitude Φ0 can substantially differ from ΦDM; the VULF
amplitude randomly fluctuates. This is apparent from the simulation presented in Fig. 1 of the main text. Thus Φ0

has to be treated as a nuisance parameter in the analysis. We refer to this treatment as stochastic. This has important
implications for establishing constraints on γ.

The probability densities for the DM field amplitude in the two approaches can be summarized as

p(Φ0|ΦDM) =

{
δ(Φ0 − ΦDM) , deterministic

2Φ0

Φ2
DM

exp
(
− Φ2

0

Φ2
DM

)
, stochastic

. (2)

The stochastic probability distribution for the field amplitude can be recast into the probability distribution for the
local energy density ρ = Φ2

0f
2
c /2 (where fc is the Compton frequency, not the Doppler shifted fφ) of the dark matter

field,

p(ρ|ρDM)dρ =
1

ρDM
e−ρ/ρDMdρ , (3)

in agreement with the distribution used in Ref. [2].
As an analytically treatable case, we assume that the data stream was acquired on a uniform time grid. Considering

the oscillating nature of the signal (1), we will work in frequency space, applying a discrete Fourier transform (DFT)
to the data. The data set is assumed to include N measurements, taken over the total observation time T . To make
the derivation as transparent as possible, we assume that the intrinsic instrument noise is white with variance σ2.
The assumption of white noise, however, is hardly necessary, and the derivation remains valid for the more general
case of colored noise. The generalization can be accomplished by replacing Nσ2 with the noise power spectral density
S̃(fp), where fp is the DFT frequency. We use DFT notation and definitions of Ref. [1] (see appendix of that paper
for a review of Bayesian statistics in frequency space).

Suppose we would like to establish constraints on the coupling strength γ at one of the DFT frequencies fp = fφ with

d̃p being the DFT component of the original data. A commonly used test statistic is the excess-power statistic [3] and

we will use its Fourier amplitude analog, Ap = |d̃p|/
√
Nσ2, see Sec. III for a more detailed discussion of the likelihood.

Note that θ becomes important when sampling time T is short when compared to 1/fc, which we treat in Sec. I C.
The likelihood at fp (we now drop the unnecessary p subscript) is then

L
(
A
∣∣As
)

= 2Ae−A
2−A2

sI0 (2AAs) , (4)

for a given excess-signal amplitude As = |s̃p|/
√
Nσ2 with s̃p = NγξΦ0e

iθ/2 being the DFT component of the signal (1)
at fp = fφ and I0 being the modified Bessel function of the first kind. This likelihood is general and in agreement
with those used in other broadband searches [1, 4]. In a more general case this likelihood entails a product over the
relevant frequency space bins, and over multiple channels of a network [1, 4, 5].

The likelihood is the starting point of most, if not all, inference frameworks and here we will demonstrate several
approaches using Eq. (4). We approach the problem from a Bayesian perspective and derive the posterior distribution
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for γ in the stochastic and deterministic cases using both a uniform and Jeffreys’ prior in Sec. I A. We discuss the
subtle difficulties in the use of the uniform prior for this particular problem and the benefits of utilizing objective
priors. In Sec. I B we demonstrate a marginal likelihood approach to compare the two cases, where the results are
confirmed and extended to the pseudoscalar case via a bottom up (brute-force) Monte-Carlo (MC) simulation in
Sec. I C.

As discussed in Refs. [6–10], the exclusion limit can depend on the chosen analysis method. We discuss several
approaches in the subsequent sections. Crucially in our case, Lindley’s paradox (disagreement between Bayesian and
frequentist limits), is resolved with the use of the Berger-Bernardo reference prior. It is important to emphasize that,
regardless of the chosen analysis, accounting for the stochastic behavior generically relaxes constraints on couplings
of VULFs to standard model particles and fields.

A. Bayesian approach

Bayesian inference of some parameter of interest, y, requires prior information, p(y), to derive the respective
posterior distribution, p(y

∣∣D), given the data D. If there is a nuisance parameter z, marginalization of the joint
posterior is performed to remove it using

p(y
∣∣D) =

∫

z

p(y, z
∣∣D)dz. (5)

Given the likelihood L(D
∣∣y, z), application of Bayes theorem yields the joint posterior

p(y, z
∣∣D) =

p(y, z)L(D
∣∣y, z)

p(D)
=

p(y, z)L(D
∣∣y, z)∫

z

∫
y
p(y, z)L(D

∣∣y, z)dzdy , (6)

where the denominator is a normalization constant. With the joint prior p(y, z) = p(y)p(z
∣∣y) and Eq. (5), it is

equivalent to applying Bayes’ theorem directly to the marginal likelihood

p(y
∣∣D) ∝ p(y)Lm(D

∣∣y), (7)

with the marginal likelihood defined as

Lm(D
∣∣y) =

∫

z

L(D, z
∣∣y)dz =

∫

z

L(D
∣∣y, z)p(z

∣∣y)dz. (8)

For our particular problem, the parameter of interest is the coupling strength γ, the nuisance parameter is Φ0, and
the observed data are A. We will compare the resulting limits on γ using the two distributions for Φ0 shown in Eq. (2).
The shape of the resulting posterior distribution p(γ

∣∣A) has immediate implications for placing constraints, also in the
event of a DM detection, as the stochastic nature of the VULF affects uncertainty in the value of γ. Here, we assume
that the dark matter signal is well below the detection threshold, an assumption consistent with current experimental
results. Then the constraint at the 95% credible interval (the Bayesian analog to the confidence interval), γ95%, can
be determined from

∫ γ95%

0

p(γ
∣∣A)dγ = 0.95 . (9)

The correction factor obtained will be a ratio of the constraints determined from the deterministic and stochastic
Φ0 distributions, γstoch

95% /γdet
95%. For the remainder of this section we derive constraints in terms of the excess signal

amplitude As where the results can be converted into those of γ. We note that working in terms of Fourier amplitude
implies our constraint is actually on

∣∣γ
∣∣, if we worked in the complex Fourier domain the coupling could be negative

and a factor of two would be introduced to Eq. (9).
Applying Bayes theorem, Eq. (6), to our likelihood, Eq. (4) the posterior distribution for the excess signal amplitude,

As is

p(As
∣∣A) ∝ p(As)2Ae−A

2−A2
sI0 (2AAs) , (10)

where the exact shape of the posterior, and resulting limits, depend strongly on the choice of prior p(As). The
requirement of this prior is the main departure from frequentist or purely likelihood based approaches. While a
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uniform prior can seem a natural and intuitive choice for an unknown model parameter (all values are equally likely),
it can lead to a number of issues that can be avoided with the use of objective priors [11, 12]. Objective Bayesian
statistics derive prior distributions using formal rules instead of basing them off of degree of belief. Importantly, these
objective priors can ensure invariance of the inference results under a change of variables (e.g. between power and
amplitude), see Ref. [13] for a review. We demonstrate this lack of invariance and a resulting improper posterior when
using a uniform prior after a change of variables to power in Sec. I A 2.

1. Berger-Bernardo method

In this section we demonstrate the Berger-Bernardo reference prior for the case of a separation of the parameters
as discussed above, with a parameter of interest and nuisance parameter y and z respectively [13, 14]. First, we find
the marginal likelihood as defined in Eq. (8) for our particular case using the stochastic p(Φ0

∣∣ΦDM)

Lm
(
A
∣∣ADM

s

)
=

∫

Φ0

L
(
A
∣∣ADM

s ,Φ0

)
p(Φ0

∣∣ΦDM)dΦ0 = 2Ae−A
2/(1+ADM

s
2
)
/

(1 +ADM
s

2
), (11)

with ADM
s = As

∣∣
Φ0=ΦDM

=
√
N
∣∣γξ
∣∣ΦDM/(2σ), the excess signal power evaluated at Φ0 = ΦDM. Note that

L
(
A
∣∣ADM

s ,Φ0

)
is Eq. (4) with As → ADM

s Φ0/ΦDM.
This marginal likelihood is then used to calculate the Berger-Bernardo reference prior, which happens to be equiv-

alent (now that there are no more nuisance parameters [14]) to Jeffreys’ prior

p(ADM
s ) ∝

√
I(ADM

s ), (12)

where I(ADM
s ) is the Fisher information,

I(ADM
s ) = −

∫
Lm(A

∣∣ADM
s )

∂2

∂ADM
s

2 logLm(A
∣∣ADM

s )dA, (13)

giving the prior (please note that this is effectively a prior on γ given the definition of ADM
s )

p(ADM
s ) ∝ ADM

s /(1 +ADM
s

2
). (14)

We can now use this prior to solve for our posterior distribution

pstoch(ADM
s

∣∣A) = p(ADM
s )Lm(A

∣∣ADM
s )/p(A) =

2A2ADM
s e−A

2/(1+ADM
s

2)
(

1 +ADM
s

2
)2 (

1− e−A2
) . (15)

The corresponding 95% credible interval, Eq. (9), is found assuming A is at the experimental detection threshold, see

Sec. I B, Adt =
√

ln (1/α) where α = 0.05 is the type-I error

γstoch
95% = 15.6

σ√
NξΦDM

. (16)

For the deterministic case we use the other distribution of Eq. (2) which is equivalent to setting As → ADM
s in the

original likelihood, Eq. (4). Then the deterministic posterior distribution is found using the same Berger-Bernardo
reference prior (as we note below, this is technically incorrect but has little effect on the results)

pdet(A
DM
s

∣∣A) ∝ p(ADM
s )L(A

∣∣ADM
s ) ∝ ADM

s e−A
DM
s

2

I0(2AADM
s )

1 +ADM
s

2 . (17)

Please see Fig. 2 in the main text for a comparison of Eq. (15) and Eq. (17).
Numerical integration under the same assumptions as before, A = Adt, yields a constraint at the 95% credible

interval of

γdet
95% = 5.28

σ√
NξΦDM

. (18)
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Comparing the deterministic result with Eq. (16) derived in the stochastic treatment, we find

γstoch
95% ≈ 3.0 γdet

95% . (19)

We note that this factor is sensitive to the choice of A and would be reduced if A = 〈A〉 rather than Adt was chosen.
Rigorously, one should calculate the Berger-Bernardo reference prior for the deterministic likelihood (which would

be Jeffreys’ prior, Eq. (12), using Eq. (4) with As → ADM
s ). However, this prior does not have an analytic form

and the deterministic constraint is relatively insensitive to the choice of prior. Using the aforementioned prior, the
stochastic Berger-Bernardo prior, or a uniform prior all yield constraints that agree within 6.3% of Eq. (18). For
completeness, we note that using a uniform prior, numerical integration can be avoided resulting in the deterministic
posterior

pdet(A
DM
s

∣∣A) = L(A
∣∣ADM

s )/p(A) =
2e−(A2/2+ADM

s
2
)I0(2AADM

s )√
πI0(A2/2)

. (20)

This shows that the choice between the three priors has minimal effect on the constraint when using the deterministic
model for field amplitude. However, as will be clear in the next section, this insensitivity to the chosen prior is not
true for the stochastic case.

2. Stochastic case for uniform and objective priors

While the deterministic case is insensitive to the choice of prior, we will show that this is not true for the stochastic
case. Repeating the calculation done in Eq. (15) to calculate the stochastic posterior but with a uniform prior,

pstoch,uniform(ADM
s

∣∣A) ∝ Lm(A
∣∣ADM

s ), (21)

yields a constraint with numerical integration of

γstoch,uniform
95% = 63.2

σ√
NξΦDM

, (22)

and a correction factor of ∼ 13 which is considerably different from the result using the Berger-Bernardo method,
Eq. (19).

A serious problem with the uniform prior is revealed by analyzing the effect of a change of variables on the resulting
constraint. In order for the results to be meaningful and consistent, the constraint should be independent of the
choice to work in amplitude or power (as is the case in the frequentist approach discussed in the next section). In

particular, using the uniform prior after a change of variables to excess power, P = |d̃p|2/(Nσ2),

pstoch,uniform(PDM
s

∣∣P ) =
Lm(P

∣∣PDM
s )∫

Lm(P
∣∣PDM
s )dPDM

s

, with Lm(P
∣∣PDM
s ) = e−P/(1+PDM

s )/(1 + PDM
s ) (23)

reveals a denominator that does not converge, yielding an improper posterior distribution. See Eq. (38) in Sec. III
for the likelihood in terms of excess power P . Use of an objective prior addresses exactly this issue. Using the
Berger-Bernardo method shown above, Eq. (12), in the context of the excess-power test statistic gives the prior

p(PDM
s ) = 1/(1 + PDM

s ), (24)

where we again note that this is effectively a prior on γ with PDM
s = Ps

∣∣
Φ0=ΦDM

= Nγ2ξ2Φ2
DM/(4σ

2).

Using this prior yields the constraint

γstoch
95% = 15.6

σ√
NξΦDM

, (25)

agreeing within a fraction of a percent with the result obtained for the analysis using amplitude. For this reason, we
find that the effect of the stochastic nature of the VULF on experimental constraints is most reasonably estimated
in the Bayesian framework by using the objective prior. Furthermore, as we show in the next section, the effect of
stochastic fluctuations of the VULF on constraints analyzed using a frequentist approach yields results similar to that
obtained in the Bayesian framework employing the objective prior in Sec. I A 1.
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B. Frequentist approach using marginal likelihood

A frequentist constraint can be obtained via hypothesis testing and using the Type-I error (or false alarm rate), α,
and Type-II error (or false detection rate), 1− β (see Ref. [15] or more recent editions). Type-I error is the rejection
rate of the null hypothesis when it is true while the Type-II error is the acceptance (or non-rejection) of the null
hypothesis when an alternative (signal) hypothesis is true. We illustrate a critical (exclusion) region and threshold
that matches these two errors in Fig. 1.

FIG. 1: Illustrative figure of a hypothesis test for background vs. signal plus background. The figure represents
PDFs of the test statistic Q for various values of the signal parameter. The green curve represents the background
only hypothesis and the blue curves signal values s > 0. The Type-I error, α, and detection threshold, red line, are

set by the chosen confidence level, CL = 1− α, which is represented by the green area of the background only
hypothesis pb(Q). The blue area represents the Type-II error, 1− β, and meets the condition 1− β = α satisfied at
the exclusion threshold, which is s for this figure. Signals stronger than the threshold s′ > s represent models within

the exclusion region, dashed-blue lines.

Our background only hypothesis is the likelihood, Eq. (4), with As = 0 giving a detection threshold at a confidence
level CL = 1− α

1− α =

∫ Adt

0

L
(
A
∣∣As = 0

)
dA =

∫ Adt

0

2Ae−A
2

dA =⇒ Adt =
√

ln (1/α). (26)

The goal is to ensure that false exclusion of the true signal value, 1 − β, does not occur more often than the
Type-I error, 1 − β ≤ α, for any signal strength above a certain threshold. The threshold signal strength, Ath

s , at
1 − β = α determines the constraint at a confidence CL (or . α for discontinuous distributions). So, for the signal
plus background case

1− β =

∫ Adt

0

L
(
A
∣∣As = Ath

s

)
dA, (27)

which yields a limit at the 95% CL (α = 0.05) in terms of γ of

γdet
95% = 5.6

σ√
NξΦDM

. (28)

This limit agrees with the Bayesian approach within 5% using the Berger-Bernardo prior and within 1% using the
uniform prior.

To treat the stochastic case we repeat the above calculation using the marginal likelihood, Eq. (11). There is
some debate behind treating the likelihood as a PDF in this fashion [12], but it is occasionally done in frequentist
approaches [16] and produces reasonable results in our case.

Repeating the previous derivation replacing L with Lm yields the constraint

γstoch
95% = 15.1

σ√
NξΦDM

. (29)
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This result is within 3% of the Bayesian approach with the Berger-Bernado prior, but is ∼ 4 times smaller than
that using a uniform prior. This constraint agrees with a brute-force MC, Sec. I C, including reasonable fits to the
distributions used in this section.

C. Additional stochastic parameters for the pseudoscalar coupling and brute-force MC

The gradient coupling of a bosonic field introduces an additional factor to the signal (1) proportional to ~v ·~e where
~v is the DM velocity in the lab frame and ~e is the sensitive axis of the experiment, see discussion in Refs. [17, 18]. The
velocity, ~v, can be written in terms of separate contributions with the leading term being the Sun’s velocity toward
Cygnus, additional modulation due to Earth’s rotation (including orbit), and the random contribution of the field’s
velocity. We assume full modulation from the Earth’s rotation, i.e the detector rotates parallel and perpendicular
to the Cygnus component daily for a detector with sensitive axis ê = ẑ. These approximations give the expression
~v · ~e ≈ v cos(2πfEt) where fE = 1/day. We use a Gaussian distribution for the field velocity with mean value and
spread of 10−3c, where we assume the Sun’s speed is the same. This allows us to write a new definition of the signal
as

s(t) = γξΦ0mφ cos(2πfφt+ θ)~v · ~e ≈ γξvΦ0mφ cos(2πfφt+ θ) cos(2πfEt). (30)

This expression naturally defines three regimes: writing down the coherent oscillation assumes we are in the middle
regime of T � τc and the third regime occurs when the daily modulation dominates for 1/fE < T � 1/fφ. We
use this model to calculate the correction in the T < 1/fφ regime for the Cosmic Axion Spin Precession Experiment
with a Zero to Ultra-low Field Comagnetometer, CASPEr-ZULF-Comagnetometer, data presented in Ref. [17], and
to confirm the results in the previous sections.

In short, we compare MC excess signal power thresholds under the two signal assumptions (stochastic vs. deter-
ministic parameters) while scanning the signal frequency in the regime T < 1/fφ. To do so we generate 106 MC data
for each frequency fφ, choosing v, θ, and Φ0 from their respective distributions, sampling for a total time T of 30
days at a rate above a Nyquist frequency set by fE . The threshold coupling, γ95%, guarantees that 95% of the excess
amplitudes at that particular frequency lie above the background only detection threshold. This ensures the condition
that α = 1 − β as discussed in Sec. I B. These thresholds are compared to those found using the deterministic data,
generated by mirroring the assumptions made in the original paper [17], where the ratio between the deterministic
and stochastic thresholds provides the correction factor to be applied to the original exclusion plot. We note that
this MC approach is similar to the CLs method [10]. The results of this simulation yields the roll-off seen for the
CASPEr-ZULF-Comagnetometer data in Fig. 3 for masses below ∼ 10−21 eV.

We also used this MC to confirm the results in the previous section and found that the distributions for the
deterministic case, Eq. (38), and with a Rayleigh distributed field amplitude, Eq. (23), were reproduced exactly, see
(a)-(c) of Fig. 2.

We used this MC to determine the correction factor in the middle regime, where the Φ0 and v distributions are
relevant, see (d) in Fig. 2, yielding

γstoch
95% = 8.4 γdet

95% , (31)

which was used to adjust the limits presented in Fig. 3. This result is similar to that obtained in Ref. [18], where
the actual experimental projection ~v ·~e was taken into account. Since Eq. (30) changes depending on said projection,
~v · ~e, for a particular experiment, the factor may no longer be ∼ 8.4 and should be calculated case by case. We
acknowledge the fact that the variation of the three parameters Φ0, v, and θ discussed here may be correlated,
and that a more thorough theoretical treatment may provide some corrections. Nonetheless, the results presented
here support the argument that stochastic variation is essential to consider when constructing exclusion plots in the
appropriate regimes, or in the event of a detection.

1. Constraints below frequency resolution (1/T )

In this section we discuss marginalization over the unknown phase θ of the VULF and, in particular, the effect of
this marginalization on searches for VULFs with frequencies below 1/T . This problem was the subject of a recent
debate in the literature related to the CASPEr-ZULF-Comagnetometer limits originally presented in Ref. [17]. The
comment [19] on the published article [17] correctly pointed out that the limits for frequencies below the 1/T frequency
resolution should not improve compared to limits for frequencies above the 1/T frequency resolution. This is true
and the mistake in Ref. [17] came from not marginalizing over the uniform distribution of phase, θ in Eq. (30) above,
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FIG. 2: Results of the excess-power statistic, P , at the signal frequency, fφ, for 10,000 MC signals under various
options of the signal parameters. (a) Background only model with Ps = 0 showing expected exponential. (b)

Deterministic signal model showing non-central chi-square distribution as shown by Eq. (38). (c) With a Rayleigh
distributed Φ0 the MC results are fit by the marginal likelihood, Eq. (23). (d) The change induced from the

marginal likelihood seen in (c) after turning on the velocity distribution, revealing that lower powers are now more
likely at the same coupling strength.

and erroneously assuming the average signal amplitude in this limit ∝ 1
2π

∫
|sin(θ)|dθ = 2/π, a deterministic approach

to θ similar in principle to the erroneous deterministic approaches to VULF amplitudes and velocities [20]. However,
after accounting for this unknown phase as discussed both in the present work and in the reply [20], the authors of
the comment [19] still disagreed with the corrected limit published here.

The resolution of this debate is rooted in how constraints on couplings of VULF dark matter to standard model
particles and fields should be interpreted. Even when assuming that VULF dark matter is well described by the
SHM, at a particular time and place, the experimentally observable signal is affected by a number of unknown
VULF parameters beyond the coupling strength such as the phase, velocity, and amplitude. If the duration T of an
experiment is too short to broadly sample the distribution of the unknown VULF parameters, then in actuality the
experiment excludes the existence of VULF dark matter over some finite volume of a multi-dimensional space of the
unknown parameters. To condense the results of a VULF dark matter search into a two-dimensional plot of coupling
strength vs. frequency, it is necessary to marginalize over the other unknown VULF parameters. While the authors
of the comment [19] object to this marginalization, arguing that for particular phases θ the constraints on couplings
could be much weaker, we argue that it is reasonable to plot constraints on couplings ruled out over 95% of the
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multi-dimensional unknown VULF parameter space. Furthermore, as we note here, the authors of the comment [19]
have treated the amplitude and velocity of the VULF dark matter as deterministic in their own experiment [21]. For
particular (but unlikely) VULF velocities and amplitudes, the experiment [21] is insensitive to VULF couplings. In
order to constrain VULF dark matter couplings in the regime where T is shorter than either the coherence time or
period of the VULF, it is necessary to carry out some form of marginalization over the unknown VULF parameters.

The derived constraints on VULF dark matter presented in Ref. [17] take advantage of the signal model presented
in Eq. (30). Any pseudoscalar DM signal with frequency fφ below the 1/T resolution will be upconverted to the 1/day
frequency (fE) given by Earth’s rotation. Thus, instead of trying to resolve frequencies below the 1/T resolution, we
constrain all frequencies below that threshold by looking only at the fE bin that is within the detection bandwidth.
The constraint levels off (becomes constant) for all frequencies below ∼ 1/(25T ) when 2πfφT ≈ 0 and the signal
amplitude is dominated by the |sin θ| distribution. The height of this constant level is determined by the chosen
confidence level, as there are a small range of phases that give vanishing signals for arbitrarily large coupling.

This approach can be used for all pseudoscalar (“wind”-type) experiments that can resolve the fE frequency. We
additionally note that scalar searches (for which this upconversion does not occur) which are sensitive to offsets
(the zero-frequency component) can also draw similar constraints below the 1/T frequency threshold. There is a
caveat that any signal present at the fE frequency would not allow determination of the actual fφ, only that it is
smaller than 1/T . Additionally, differentiating systematic errors from potential VULF dark matter signals is difficult
for upconverted frequencies; one approach would be to confirm the expected yearly modulation in the event of a
detection.

D. Blueice Monte Carlo

Here we employ a method widely used in astroparticle physics [22] to compare to the Bayesian and frequentist
approaches described in the previous sections. In the case encountered here we find that Wilks theorem, the use of
a chi-squared distribution for the log likelihood ratio test statistic, does not hold. The reason for this is in part due
to the fact that we are not using the profile likelihood but marginalize over the amplitude fluctuation by drawing
from the Rayleigh distribution in each MC realization. In a situation like this, one has to resort to doing a so-called
Neyman construction, see e.g. discussion in Ref. [16].

The decisive feature of a Neyman construction is that it provides the statistically desired properties (in this case
the coverage of the confidence intervals). It uses the distribution of the test statistic as estimated by many MC
simulations instead of the asymptotic distribution used in Wilks theorem. For a given signal strength γ, the test-
statistic distribution is obtained by running many MC simulations at that signal strength. The critical value is the
value of the test statistic at the 90th (or 95th) percentile of the distribution for a test at the 90% (or 95%) confidence
level. This procedure is repeated for different signal strengths such that a critical value curve as a function of the
signal strength is obtained. The upper limit on the signal strength for a given measurement (or MC simulation) is
then given by the value at which the likelihood crosses the critical value curve.

The correction factor is finally not determined from a single experiment but rather from an ensemble of experiments
over which the so called sensitivity (median limit in case of no signal) is calculated. The correction factor is then
defined analogous to the case of the Bayesian analysis as:

correction =
median(ustochastic)

median(udeterministic)
, (32)

where u is a large number of upper limits at a certain confidence level. Initial results from the simulations show a
correction factor of 4.4 at the 95% confidence level when including only the field amplitude distribution, see Sec. 6 of
Ref. [23] for simulation details.

II. MODIFIED CONSTRAINT PLOTS

Here we present modified parameter exclusion plots for dark matter coupling constants where we apply a correction
factor based on the analysis method used by the respective experiment.

A. Pseudoscalar coupling

The combined corrections for the “wind-type” experiments CASPEr-ZULF-Comagnetometer [17], -Sideband [18],
and nEDM (neutron Electric Dipole Moment measurement) [24] account for the stochastic parameters: amplitude,
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relative velocity between the field and the spin [25], and initial field phase when appropriate (for T � τc and
additionally T � 1/fφ for phase).

We use the results of Sec. I C that show constraints are a factor of ∼ 8.4 weaker than those derived assuming
the deterministic parameters. The nEDM and CASPEr-ZULF-Comagnetometer data were corrected by this factor,
and we note that the published CASPEr-ZULF-Sidebands data took these parameters into account [18] but made
an incorrect approximation 1. The published limits of CASPEr-ZULF-Sidebands used a 90% CL, so we adjusted
these data to a 95% CL for consistency using the factor determined from the ratio γdet

95%/γ
det
90%. The roll-off starting at

fφ ∼ 10−21 for the CASPEr-ZULF-Comagnetometer limits is due to the additional phase sensitivity, further discussed
in Sec. E. The factor of ∼ 8.4 reduces in magnitude with decreasing projection of the detector sensitivity axis onto
the lab-frame velocity.

FIG. 3: An updated VULF exclusion plot of laboratory constraints for the axion-nucleon coupling, gaNN , from the
following experiments: CASPEr-ZULF [17, 18], nEDM [24], and a new-force search using a K-3He

comagnetometer [26].

B. Scalar coupling

The scalar coupling has only the field amplitude parameter to account for in the correction factor as treated in
the main text. We use the result from the marginal likelihood of γstoch

95% /γdet
95% = 2.7 from Sec. I B for the experiments

using a frequentist based analysis and 3.0 from Eq. (19) for the experiment using a Bayesian framework [27].

1 The scale parameter for the velocity distribution was off by a factor of
√

2 to correctly reproduce the Maxwell Boltzmann speed
distribution. Additionally, implementing the distributions directly onto the originally derived constraint is equivalent to assuming a
large signal limit and the stated confidence levels do not match the coverage criteria discussed in Sec. I B.
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FIG. 4: An updated VULF exclusion plot of laboratory constraints for dilaton coupling strength de and linear
combination (seen on y-axis [27]). Details on the data for the dual rubidium and cesium cold atom fountain FO2 at
LNE-SYRTE can be found in Ref. [27], for the dysprosium spectroscopy in Ref. [28], and from the global network of

optical atomic clocks in Ref [29]. The gray dashed line, mφ . 10−22 eV, indicates where the assumption that the
field with mass mφ makes up all the dark matter should be relaxed [30].

III. LIKELIHOOD

Here we demonstrate the change of notation from Ref. [1] to that used in this paper, and discuss the change of
parameters between complex Fourier components, amplitude, and power. Starting with the signal, Eq. (1), and with

d̃p the DFT component of the original data, the likelihood at fp is given by

L
(
d̃p
∣∣Φ0, γ, θ

)
=

1

πNσ2
exp




−

∣∣∣d̃p − s̃p
∣∣∣
2

Nσ2




, (33)

where s̃p = NγξΦ0e
iθ/2 is the DFT component of the signal (1). See Appendix of Ref. [1] for a review. For

the phase, one can marginalize over θ as done in Ref. [31], however the resulting likelihood can only be used for
Bayesian approaches, see discussion in Ch. 2 and Appendix A of Ref. [32]. To remain consistent with frequentist

based approaches we can instead do a change of variables to excess amplitude A =
∣∣d̃p
∣∣/
√
Nσ2. First we rewrite

Eq. (33) in polar coordinates using d̃p = |d̃p| exp−iφ and dd̃p = |d̃p|d|d̃p|dφ as

L
(
|d̃p|, φ

∣∣∣∣Φ0, γ, θ

)
=
|d̃p|
πNσ2

exp

{
−|d̃p|

2 + |s̃p|2
Nσ2

}
exp

{
2|d̃p||s̃p| cos(φ− θ)

Nσ2

}
, (34)

and then do a vector to scalar, (|d̃p|, φ)→ A, change of variables

L
(
A
∣∣As
)

=

∫
d|d̃p|

∫
dφ δ

(
A− |d̃p|√

Nσ2

)
L
(
|d̃p|, φ

∣∣Φ0, γ, θ
)

(35)

=

∫
d|d̃p|

∫
dφ
√
Nσ2 δ

(
A
√
Nσ2 − |d̃p|

)
L
(
|d̃p|, φ

∣∣Φ0, γ, θ
)

(36)

= 2Ae−A
2−A2

sI0 (2AAs) , (37)

with excess signal amplitude As = |s̃p|/
√
Nσ2 and I0 is the modified Bessel function of the first kind.

It is also common to work with the power spectral density [3] and excess power, P = |d̃p|2/(Nσ2), where another
change of variables yields

L
(
P
∣∣Ps
)

= e−(P+Ps)I0

(
2
√
PPs

)
, (38)
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with Ps defined accordingly. See Ref. [3] for the original and alternate derivation of Eq. (38).

IV. COHERENCE TIME

Another topic is the presence of various definitions of coherence time used throughout the literature. The most

common definition used is τc ≡
(
fcv

2
vir/c

2
)−1

and is the one used in this paper. It is a lower bound derived by
considering our motion through the spatial gradients of the field [33, 34] given by λ, the De Broglie wavelength,

τc ∼ λ/vvir =
h

mφv2
vir

=
(
fcv

2
vir/c

2
)−1 ≈ 106/fc = 1s

(
MHz

mφ

)
, (39)

where we have used the Compton frequency fc = mφc
2/h and vvir ≈ 10−3c. However, some definitions differ by

factors around ∼ 2π [1]. A factor of 2 can occur from using the kinetic energy mv2/2 instead of mv2 as in Ref. [33, 34]
or in using 106 as the quality factor and corresponding definition of coherence time.

These differences in coherence time do not have a significant effect on the results in this paper nor previous published
constraints. The strongest effect would be the shift of the upper bound on ma of the CASPEr-ZULF-Sidebands
constraint. Since the experiment is incoherently averaging past this point the constraint significantly weakens and
was not reported. In addition, the fuzzy definition of coherence time also depends on the relative velocity, making it
a distributed quantity.

Regarding this upper bound, a potentially more precise Tmax rather than the coherence time can be derived (where
the regime discussed in this paper would go from T � τc to T � Tmax) considering the lineshape derived in Ref. [1].
Using the derived full width at half maximum ∆ω ≈ 2.5/τc and setting it equal to the DFT frequency step δω = 2π/T
gives Tmax ≈ 2πτc/2.5, or with the definition of coherence time used in this paper: Tmax ≈ τc/2.5. Thus it is safe to
assume the data from the experiments shown are all in the T � Tmax regime, regardless of the definition of coherence
time.

V. RAYLEIGH DISTRIBUTION

As shown in Eq. (1), Φ0 is the observed field amplitude, and in the case of total interrogation time being much less
than the field’s coherence time, T � τc, the only field amplitude observed during a measurement. One can relate
the local dark matter density ρDM to the field’s energy density Φ2

0f
2
φ/2 = ρDM as done for example in Ref. [33]. The

problem with this is that Φ0 is actually a Rayleigh distributed value, thus the correct expression is

〈Φ2
0〉
c2m2

φ

2~2
= ρDM . (40)

We can define ΦDM as the value satisfying Eq. (40)

ΦDM =
√
〈Φ2

0〉 =

√
2ρDM

mφ
, (41)

analogous to previous assumptions of Φ0 = ΦDM in the deterministic approach.
Using Eq. (40) we can solve for the required σ of the Rayleigh distribution p(Φ0).

〈Φ2
0〉 =

∫
Φ2

0p(Φ0)dΦ0 =

∫ ∞

0

Φ3
0

σ2
exp

(
− Φ2

0

2σ2

)
dΦ0 = Φ2

DM

=⇒ σ = ΦDM/
√

2 thus,

p(Φ0)= 2
Φ0

Φ2
DM

exp

(
− Φ2

0

Φ2
DM

)
. (42)

Note that the average value of this distribution 〈Φ0〉 = ΦDM
√
π/2 is not simply ΦDM. Approximately 63% of given

field realizations will have a field amplitude smaller than ΦDM. The distribution compared to ΦDM is shown in Fig. 5.



13

FIG. 5: Rayleigh distribution given by Eq. (42).
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